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Multivariate form of Hermite sampling series

Rashad M. Asharabi

Abstract. In this paper, we establish a new multivariate Hermite sampling series involving

samples from the function itself and its mixed and non-mixed partial derivatives of arbitrary

order. This multivariate form of Hermite sampling will be valid for some classes of multivariate

entire functions, satisfying certain growth conditions. We will show that many known results

included in Commun Korean Math Soc, 2002, 17: 731-740, Turk J Math, 2017, 41: 387-403

and Filomat, 2020, 34: 3339-3347 are special cases of our results. Moreover, we estimate

the truncation error of this sampling based on localized sampling without decay assumption.

Illustrative examples are also presented.

§1 Introduction

Let En
σ be the class of all multivariate entire functions which satisfy one of the following

growth conditions

|f(z)| ≤
C exp

(∑n
j=1 σj |ℑzi|

)∏n
i=1 (1 + |ℜzi|)

, |f(z)| ≤
C exp

(∑n
j=1 σj |ℑzi|

)∏n
i=1 (1 + |ℑzi|)

, (1.1)

where z is the complex vector z := (z1, . . . , zn) ∈ Cn and C is a positive number. Throughout

this paper, the multivariate entire function f is an entire function of each zj when the other

variables are kept fixed. En
σ -functions are of exponential type σ := (σ1, σ2, . . . , σn) which do not

necessarily belong to Lp(Rn), 1 ≤ p < ∞, when restricted to Rn. The n-variate entire function

f is said to be of exponential type σ if there exists positive constant C such that

|f (z)| ≤ C exp

 n∑
j=1

σj |ℑzi|

, z := (z1, . . . , zn) ∈ Cn. (1.2)

Shin (2002) establishes the class E1
σ, cf. [16], while the class E2

σ is introduced in [6]. He proves

that if f ∈ E1
σ, then we can expand it via the following generalized Hermite sampling series

f(z1) =

∞∑
n=−∞

∑
i+j+ℓ=r

f (i) (nh)
sinr+1

(
πh−1z1

)
i! ℓ! (z1 − nh)

j+1

[
dℓ

dzℓ1

(
z1 − nh

sin (πh−1z1)

)r+1
]
z1=nh

, (1.3)
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which converges uniformly on any compact subset of C where z1 ∈ C, h := (r + 1)π/σ and

r ∈ N◦, cf. [16]. Asharabi and Al-Haddad (2016) study a bivariate form of generalized Hermite

sampling series and they prove that if f ∈ E2
σ, then we can reconstruct it via the following

sampling series, [6],

f(z1, z2) =∑
k∈Z2

∑
i+s+ℓ=r

∑
j+τ+l=r

f (i,j) (k1h1, k2h2)
δrℓ (k1)δ

r
l (k2) sin

r+1
(
πh−1

1 z1
)
sinr+1

(
πh−1

2 z2
)

i!ℓ!j!l!(z1 − k1h1)s+1(z2 − k2h2)τ+1
, (1.4)

where (z1, z2) ∈ C2, k := (k1, k2) ∈ Z2, hj := (r + 1)π/σj , j = 1, 2 and δrl is defined by

δrl (ν) :=

[
dl

dζl

(
ζ − νh

sin (πh−1ζ)

)r+1
]
ζ=νh

. (1.5)

Series (1.4) converges uniformly on any compact subset of C2, [6]. The series (1.4) involves

samples from the function and its mixed and non-mixed partial derivatives.

Fang and Li (2006) introduced a multivariate form of Hermite sampling series involving only

samples from all the first partial derivatives for functions from Bernstein space. The Bernstein

space, Bn
σ,p, is the class of all entire functions of n-variables which satisfy the growth condition

(1.2) and belong to Lp(Rn) when restricted to Rn. They prove that if f ∈ Bn
2σ,p, then we have

the multivariate sampling series, [8,9],

f(x) =
∑
k∈Zn

f

(
kπ

σ

)
+

n∑
j=1

f ′
xj

(
kπ

σ

)(
xj −

kjπ

σj

)
n∏

j=1

sinc2 (σjxj − kjπ) , (1.6)

where k := (k1, . . . , kn) ∈ Zn

, k/σ := (k1/σ1, . . . , kn/σn) x := (x1, . . . , xn) ∈ Rn

and f ′
xj

=

∂f/∂xj for all j = 1, . . . , n. Series (1.6) converges absolutely and uniformly on Rn. In fact, we

can verify that formula in (1.6) is also justified on Cn and converges uniformly on any compact

subset of Cn. The sinc function is defined via

sinc(t) :=


sin(πt)

πt
, t ̸= 0,

1, t = 0.

(1.7)

We would like to mention here that the series in (1.3) is valid for all functions in B1
σ,p, [16,17],

and series (1.4) validates for f ∈ B2
σ,p, [6].

The classical multivariate sampling, which only involves samples from the function, has

been extensively investigated in many studies, see e.g. [2,10,14,15,19,20] and references therein,

while the studies of the multivariate sampling involving samples from the function itself and

its partial derivatives are very few. Motivated by Fang-Li’s sampling formula (1.6) and the

bivariate Hermite formula (1.4), we derive a multivariate form of Hermite sampling series for

functions from the classes En
σ and Bn

σ,p. The results of Shin (2002), Fang and Li (2006), Asharabi

and Al-Haddad (2017) and Norvidas (2020) will be special cases of our multivariate Hermite

sampling series. To establish this multivariate form of Hermite sampling, we will use techniques

slightly different from those in the bivariate case. The layout of the paper is as follows: The

next section is devoted to establishing a multivariate Hermite sampling formula for all functions

which belong to the classes En
σ and Bn

σ,p. The truncation error estimate will be introduced in

Section 3. Section 4 deals with illustrative examples.
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§2 Multivariate Hermite sampling

In this section, we establish a multivariate Hermite sampling for functions from the classes

En
σ and Bn

σ,p, which are defined above. We show that some known results will be special cases

for our sampling formula. Before introducing the main results of this section, we introduce

some notions and auxiliary results which benefit us in the proof of these results.

Let Mj be positive numbers and define Sj , 1 ≤ j ≤ n to be

Sj := {zj ∈ C : |zj | ≤ Mj and zj ̸= kjhj , kj ∈ Z} , (2.8)

where hj = (r + 1)π/σj and r ∈ N◦. Denote Rj,N as the rectangular path whose vertices are

±τj,N ± iτj,N , τj,N = (N + 1/2)hj . Assume that f(. . . , ζj , . . .) ∈ Eσ as a function of ζj and

{ζk}nj ̸=k=1 are arbitrary fixed complex parameters. Then we have, as it appears in Lemma 2.1

of [6], for all 1 ≤ j ≤ n∫
Rj,N

f(ζ) dζj

(ζj − zj) sin
r+1(πh−1

j ζj)
converges to zero uniformly on Sj as N → ∞, (2.9)

wherever zj ∈ Sj . Define the entire function Pz,r to be

Pz,r(ζ) := −
n∏

j=1

(
sinr+1(πh−1

j ζj)− sinr+1(πh−1
j zj)

)
+

n∏
j=1

sinr+1(πh−1
j ζj), (2.10)

where z := (z1, . . . , zn), ζ := (ζ1, . . . , ζn) ∈ Cn and r ∈ N◦. Consider the kernel function

Kz,r(ζ) :=
f(ζ)Pz,r(ζ)∏n

j=1(ζj − zj) sin
r+1(πh−1

j ζj)
, (2.11)

where f is a multivariate entire function. The kernel Kz,r has a singularity of order one at

all the points of the set {ζ ∈ Cn : ζj = zj for some j} and a singularity of order r + 1 at all

the points of the set {ζ ∈ Cn : ζj = kjhj for some j}. Using Leibniz formula n-times, as the

authors of [6, Lemma 2.2] are done, we obtain for any multivariate entire function f[
∂s1+...+sn

∂ζs11 . . . ∂ζsnn
f(ζ)Pz,r(ζ)

]
ζ=kh

= (−)n−1
n∏

j=1

sinr+1(πh−1
j zj)f

(s1,...,sn)(kh), (2.12)

where z, ζ ∈ Cn, kh := (k1h1, . . . , knhn), z := (z1, . . . , zn) and 0 ≤ sj ≤ r. The following

axillary result will be use in the proof of Theorem 2.2.

Lemma 2.1. Let f ∈ En
σ and r ∈ N◦, then we have∫

Rn,N

. . .

∫
R1,N

Kz,r(ζ)dζ1 . . .dζn converges to zero uniformly on S1 × . . .× Sn as N → ∞.

(2.13)

Proof. Let Ak be a subset of I := {1, 2, . . . , n} such that it contains any k elements and

Bk := I\Ak. Denote p(I) to the set of all subsets of I. Using (2.10), it is not hard to see that

Pz,r(ζ) = −
n∑

k=1

(−1)n−k
∑

Ak∈p(I)

∏
j∈Ak

sinr+1(πh−1
j ζj)

∏
l∈Bk

sinr+1(πh−1
l zl). (2.14)

Substituting (2.14) into (2.11), we obtain∫
Rn,N

. . .

∫
R1,N

Kz,r(ζ) dζ1 . . .dζn = −
n∑

k=1

(−1)n−k
∑

Ak∈p(I)

∏
l∈Bk

sinr+1(πh−1
l zl)
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∫
Rn,N

. . .

∫
R1,N

f(ζ)
∏

j∈Ak
sinr+1(πh−1

j ζj)∏
j∈Ak

(ζj − zj)
∏

l∈Bk
(ζl − zl) sin

r+1(πh−1
l ζl)

dζ1 . . . dζn.

(2.15)

Let
∏

j∈Ak
Rj,N be the Cartesian product of all rectangular paths in ζj-plane, j ∈ Ak. From

the Cauchy integral formula in higher dimensions, cf. e.g. [18, p.8] and [11, p.26], we have{
{f(ζ)}ζj=zj

}
j∈Ak

∏
j∈Ak

sinr+1(πh−1
j zj) =

∫ ∏
j∈Ak

Rj,N

f(ζ)
∏

j∈Ak
sinr+1(πh−1

j ζj)∏
j∈Ak

(ζj − zj)

∏
j∈Ak

dζj ,

(2.16)

where we have considered {ζj}j∈Bk
to be arbitrary fixed parameters. We combine (2.16) and

(2.15) to get∫
Rn,N

. . .

∫
R1,N

Kz,r(ζ) dζ1 . . . dζn = −
n∏

l=1

sinr+1(πh−1
l zl)

n∑
k=1

(−1)n−k
∑

Ak∈p(I)∫ ∏
j∈Bk

Rj,N

{
{f(ζ)}ζj=zj

}
j∈Ak∏

l∈Bk
(ζl − zl) sin

r+1(πh−1
l ζl)

∏
j∈Bk

dζj . (2.17)

According to (2.9), all integral in the right-hand side of (2.17) converge to zero uniformly on∏
j∈Ak

Sj for all Ak ∈ p(I) as N → ∞. Therefore, the integral in the left-hand side of (2.17)

converges to uniformly on S1 × . . .× Sn as N → ∞.

Now we are ready to establish the first fundamental result of this section.

Theorem 2.2. Assume that k := (k1, . . . , kn) ∈ Zn, kh := (k1h1, . . . , knhn), z := (z1, . . . , zn) ∈
Cn and sj ,mj , ℓj ∈ N◦, 1 ≤ j ≤ n. If f ∈ En

σ , then it can be expanded as the following

multivariate Hermite sampling expansion

f(z) =
∑
k∈Zn

∑
sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

f (s1,...,sn) (kh)
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1
, (2.18)

which converges uniformly on any compact subsets of Cn.

Proof. Let zj ∈ Sj be arbitrary fixed complex parameters. We consider the kernel Kz,r as a

function of ζ1 and {ζj}nj=2 are the arbitrary fixed complex parameters. Applying the classical

Cauchy integral formula on ζ1-plane, see e.g. [1, p.141], we obtain

1

2πi

∮
R1,N

Kz,r(ζ) dζ1 = Res (Kz,r; (z1, ζ2, . . . , ζn)) +
∑

|k1|≤N

Res (Kz,r; (k1h1, ζ2, . . . , ζn)) ,

(2.19)

where R1,N is the rectangular path which is defined above.

The residues, Res (Kz,r; (·, ζ2, . . . , ζn)), on ζ1-plane are given as follows

Res (Kz,r; (z1, ζ2, . . . , ζn)) :=
f (z1, ζ2, . . . , ζn)Pz,r (z1, ζ2, . . . , ζn)

sinr+1(πh−1
1 z1) Pk(ζ)

,

and for −N ≤ k1 ≤ N

Res (Kz,r; (k1h1, ζ2, . . . , ζn)) :=
P2(ζ)

r!

{
∂r

∂ζr1

(
f(ζ)Pz,r(ζ)

(ζ1 − z1)

(
ζ1 − k1h1

sin(πh−1
1 ζ1)

)r+1
)}

ζ1=k1h1

,
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where

Pk(ζ) :=

n∏
j=k

(ζj − zj) sin
r+1(πh−1

j ζj). (2.20)

Now we consider the right-hand side of (2.19) as a function of ζ2 and {ζj}nj=3 are the arbitrary

fixed complex parameters. Again applying the classical Cauchy integral formula on ζ2-plane,

we get

1

(2πi)2

∮
R2,N

∮
R1,N

Kz,r(ζ) dζ1dζ2 = Res (Kz,r; (z1, z2, ζ3, . . . , ζn))

+
∑

|k1|≤N

∑
|k2|≤N

Res (Kz,r; (k1h1, k2h2, zn, . . . , ζn)) ,

(2.21)

where the residues, Res (Kz,r; (z1, ·, ζ3, . . . , ζn)) and Res (Kz,r; (k1h1, ·, ζ3, . . . , ζn)), on ζ2-plane

are given as follows

Res (Kz,r; (z1, z2, ζ3, . . . , ζn)) :=
f (z1, z2, ζ3, . . . , ζn)Pz,r (z1, z2, ζ3, . . . , ζn)∏2

k=1 sin
r+1(πh−1

k zk) P3(ζ)
,

and for −N ≤ k1, k2 ≤ N

Res (Kz,r; (k1h1, k2h2, zn, . . . , ζn)) :=

P3(ζ)

(r!)2

 ∂2r

∂ζr2∂ζ
r
1

 f(ζ)Pz,r(ζ)∏2
j=1(ζj − zj)

(
2∏

k=1

ζk − kkhk

sin(πh−1
k ζk)

)r+1
 ζ1 = k1h1

ζ2 = k2h2

.

Repeatedly applying the classical Cauchy integral formula on ζj-plane, 3 ≤ j ≤ n and calculat-

ing the residues for all times, we obtain

1

(2πi)n

∮
Rn,N

. . .

∮
R1,N

Kz,r(ζ) dζ1 . . .dζn = Res (Kz,r; z) +
∑

|kn|≤N

. . .
∑

|k1|≤N

Res (Kz,r; kh) ,

(2.22)

where Res (Kz,r; ·) is given as follows

Res (Kz,r; z) := f(z),

and for all −N ≤ k1, . . . , kn ≤ N

Res (Kz,r; kh) :=
1

(r!)n

 ∂nr

∂ζrn . . . ∂ζ
r
1

 f(ζ)Pz,r(ζ)∏n
j=1(ζj − zj)

(
n∏

k=1

ζk − kkhk

sin(πh−1
k ζk)

)r+1


ζ=kh

=
(−1)n

(r!)n

∑
sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

(
r

sk,mk, ℓk

)

×
[

∂s1+...+sn

∂ζs11 . . . ∂ζsnn
f(ζ)Pz,r(ζ)

]
ζ=kh

n∏
j=1

mj δ
r
ℓj
(kj)

sj !ℓj !(zj − kjhj)mj+1
, (2.23)

where we have used the generalized Leibniz formula r-times in the last step of (2.23). Combining
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(2.23) with (2.12) implies

Res (Kz,r; kh) = −
∑

sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

f (s1,...,sn) (kh)

n∏
j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1
.

(2.24)

Therefore

f(z) −
∑

|kj |≤N,

1≤j≤n

∑
sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

f (s1,...,sn) (kh)
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1
,

=
1

(2πi)n

∮
Rn,N

. . .

∮
R1,N

Kz,r(ζ) dζ1 . . .dζn. (2.25)

Since f ∈ En
σ , then the integral in the right-hand side of (2.25) converges uniformly to zero on

S1 × . . . × Sn as N → ∞, see Lemma 2.1, and the sampling series (2.18) converges uniformly

on S1 × . . . × Sn. It is not hard to check that the equality (2.18) holds for any point of the

set {ζ ∈ Cn : ζj = kjhj for some j}. Hence the sampling expansion (2.18) holds for any ζ ∈ Cn

such that |ζj | ≤ M for all 1 ≤ j ≤ n. Since M > 0 is arbitrary, then the series (2.18) is

convergent uniformly on any compact subset of Cn.

Remark 2.3. Setting n = 1 in the expansion (2.18), we get Theorem 3.1 and Remark 3.2

of Shin, [16]. Also letting n = 2 in (2.18) implies Theorem 3.1 and 3.2 of Asharabi and

Al-Haddad, [6].

Let A ⊆ I := {1, 2, . . . , n}. Define En
σ (A) to be the class of all entire functions of n-variables

satisfying the condition

|f(z)| ≤
C exp

(∑n
i=1 σj |ℑzj |

)∏
j∈I\A (1 + |ℜzi|)

∏
j∈A (1 + |ℑzi|)

, (2.26)

where z := (z1, . . . , zn) ∈ Cn and C is a positive number. Note that conditions (1.1) are special

cases of condition (2.26). Taking A to be the empty set ∅, we get the first condition in (1.1)

and when A = I condition (2.26) becomes the second condition in (1.1). Therefore, we have

En
σ = En

σ (I) ∪ En
σ (∅). In the following theorem, we extend our expansion for functions from

the class En
σ (A).

Theorem 2.4. Let A be any subset of I. For f ∈ En
σ (A), the multivariate expansion (2.18)

holds and it converges uniformly on any compact subset of Cn.

Proof. The proof is basically similar to Theorem 2.1.

Now, we show that the expansion (2.18) holds for any function from Bernstein space. In

the proof of this theorem, we will use a different path to the proof of last one benefiting from

the properties of the Bernstein space, Bn
σ,p. In the sequel of the paper, we use f

(r)
zj := ∂rf

∂zr
j
.

Theorem 2.5. Let f ∈ Bn
σ,p, 1 ≤ p < ∞. Then, the multivariate Hermite sampling series

(2.18) is valid and it converges uniformly on any compact subset of Cn.

Proof. We consider zj , 2 ≤ j ≤ n to be arbitrary fixed complex parameters, and we regard the

function f(z1, . . . , zn) as a function of z1. Since f ∈ Bn
σ,p, then f , as a function of variable z1,
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belongs to B1
σ,p. Since the expansion (1.3) holds for Bernstein’s functions B1

σ,p, as we mention

in Section 1, then we apply the expansion (1.3) on z1-plane to obtain

f(z) =
∑
k1∈Z

∑
s1+m1+ℓ1=r

f (s1)
z1 (k1h1, z2, . . . , zn)

δrℓ1(k1) sin
r+1

(
πh−1

1 z1
)

s1!ℓ1!(z1 − k1h1)m1+1
, (2.27)

which converges uniformly on any compact subsets of z1-plane. Since f ∈ Bn
σ,p, then f

(s1)
z1 ∈

Bn
σ,p, see [12, pp. 123–124]. Now, we consider f

(s1)
z1 as a function of variable z2 and zj 3 ≤ j ≤ n

are the arbitrary fixed complex parameters. Therefore, we have f
(s1)
z1 ∈ B1

σ,p, as a function of

variable z2. Again applying the expansion (1.3) on z2-plane, we obtain

f (s1)
z1 (k1h1, z2, . . . , zn) =∑

k2∈Z

∑
s2+m2+ℓ2=r

f (s1,s2)
z1,z2 (k1h1, k2h2, z3, . . . , zn)

δrℓ2(k2) sin
r+1

(
πh−1

2 z2
)

s2!ℓ2!(z2 − k2h2)m2+1
, (2.28)

which converges uniformly on any compact subsets of z2-plane. Substituting the right-hand

side of (2.28) for f
(s1)
z1 in (2.27) implies

f(z) =∑
(k1,k2)∈Z2

∑
s1+m1+ℓ1=r

∑
s2+m2+ℓ2=r

f (s1,s2)
z1,z2 (k1h1, k2h2, z3, . . . , zn)

2∏
j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1
.

(2.29)

Series (2.28) also converges uniformly on any compact subsets of (z1-plane)×(z2-plane), see [6,

Theorem 3.3]. Repeatedly applying the expansion (1.3) and using Lemma 2.1 as above, we

obtain the desired expansion (2.18).

Remark 2.6. Setting n = 1 and n = 2 in Theorem 2.4, we get the series of [16, Theorem 3.3]

and [6, Theorem 3.3] respectively.

The following multivariate sampling series which goes back to Parzen [14], Peterson-Middleton

[15] and Gosselin [10] is a special case of our series (2.18).

Corollary 2.7. If f ∈ Bn
σ,p, then we have

f(z) =
∑
k∈Zn

f

(
k1π

σ1
, . . . ,

knπ

σn

) n∏
j=1

sinc (σjzj − kjπ) , (2.30)

where k := (k1, . . . , kn) ∈ Zn and z := (z1, . . . , zn) ∈ Cn. Series (2.30) converges uniformly on

any compact subsets of Cn.

Proof. Letting r = 0 in (2.18) implies sj = mj = ℓj = 0 for all 1 ≤ j ≤ n and hj = π/σj . From

(1.5), we have δ00(kj) = (−1)kj/σj for all 1 ≤ j ≤ n and consequently δ00(kj) sin(πh
−1
j zj) =

sin(σzj − kjπ)/σj . Therefore (2.30) is proved.

The Fang and Li’s multivariate Hermite sampling series (1.6) only uses samples from the

function itself and its first partial derivatives while our multivariate Hermite sampling series

(2.18) uses samples from the function itself and its mixed and non-mixed derivatives up to order

n. The following multivariate Hermite sampling series, which is a special case of our formula

(2.18), was given in [13, Theorem 1.1].
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Corollary 2.8. Let f ∈ Bn
2σ,p. Then it can be expanded as

f(z) =
∑
k∈Zn

∑
sn+mn=1

. . .
∑

s1+m1=1

n∏
i=1

(
zi −

kiπ

σi

)1−mi

f (s1,...,sn)

(
kπ

σ

) n∏
j=1

sinc2 (σjzj − kjπ) ,

(2.31)

where k := (k1, . . . , kn) ∈ Zn, k/σ := (k1/σ1, . . . , kn/σn) and z := (z1, . . . , zn) ∈ Cn. Series

(2.31) converges uniformly on any compact subsets of Cn.

Proof. Letting r = 1 in (1.5), we have for all 1 ≤ j ≤ n

δ1ℓj (kj) =


0, ℓj = 1,

1/σ2
j , ℓj = 0.

(2.32)

Therefore any term in (2.18) contains δ11(kj) will be equal zero. Since f ∈ Bn
σ,p, then the

bandwidth of the functions is equal to 2σ and hence h = π/σ. Combining (2.32) and (2.18) the

expansion (2.18) will be

f(z) =
∑
k∈Zn

∑
sn+mn=1

. . .
∑

s1+m1=1

f (s1,...,sn)

(
kπ

σ

) n∏
j=1

sin2 (σjzj)

σ2
j (zj − kjπ/σj)

mj+1 , (2.33)

which is equivalent form of expansion (2.31).

As special cases of expansion (2.31), we refer to the three know series

• If f ∈ B1
2σ,p, 1 ≤ p < ∞, then we have the classical Hermite sampling

f(z) =
∞∑

n=−∞

{
f
(nπ

σ

)
+
(
z − nπ

σ

)
f ′
(nπ

σ

)}
sinc2 (σz − nπ) , z ∈ C, (2.34)

which converges uniformly on any compact subsets of C, see e.g. [4]. Also Fang-Li’s

expansion (1.6) turns into series (2.34) when n = 1.

• If f ∈ B2
2σ,p, 1 ≤ p < ∞, then we have the following expansion for z := (z1, z2)

f(z) =
∞∑

n=−∞

∞∑
m=−∞

{
f

(
nπ

σ1
,
mπ

σ2

)
+

(
z1 −

nπ

σ1

)
f ′
z1

(
nπ

σ1
,
mπ

σ2

)
+

(
z2 −

mπ

σ2

)
f ′
z2

(
nπ

σ1
,
mπ

σ2

)
+

(
z1 −

nπ

σ1

)(
z2 −

mπ

σ2

)
f ′′
z1z2

(
nπ

σ1
,
mπ

σ2

)}
× sinc2 (σ1z1 − nπ) sinc2 (σ2z2 −mπ) , (2.35)

which is introduced in [6, Theorem 3.3] with σ1 = σ2. Series (2.35) converges uniformly

on any compact subsets of C2.

• If f ∈ B3
2σ,p, 1 ≤ p < ∞, then we have the following expansion for z := (z1, z2, z3)

f(z) =
∑
k∈Z3

f

(
kπ

σ

)
+

3∑
j=1

(
zj −

kjπ

σj

)
f ′
zj

(
kπ

σ

)
+

2∏
j=1

(
zj −

kjπ

σj

)
f ′′
z1z2

(
kπ

σ

)

+
3∏

j=1,j ̸=2

(
zj −

kjπ

σj

)
f ′′
z1z3

(
kπ

σ

)
+

3∏
j=2

(
zj −

kjπ

σj

)
f ′′
z2z3

(
kπ

σ

)
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+
3∏

j=1

(
zj −

kjπ

σj

)
f ′′′
z1z2z3

(
kπ

σ

)
3∏

j=1

sinc2 (σizj − kjπ) , (2.36)

where k := (k1, k2, k3) ∈ Z3 and k/σ := (k1/σ1, k2/σ2, k3/σ3). Series (2.31) converges

uniformly on any compact subsets of C3. This series was given in [13].

§3 Truncation error

Expansion (2.18) requires us to know the exact samples of a function f and its derivatives

f (s1,...,sn) at infinitely many points. In practice, only finitely many samples are available and

hence the truncation error appears. The bounds of the truncation error of the sampling se-

ries (1.3) have been extensively studied in [5]. Ye (2011) studies the truncation error of the

multivariate series (2.30), which is a special case of our series (2.18) as we show in Corollary

2.7, based on localized sampling without decay assumption, cf. [20]. Also, the authors of [6,7]

estimate the truncation error for the bivariate case of (2.18), (when n = 2). Here we extend

the Ye’s technique to establish a bound for the truncation error of our multivariate form (2.18).

For any N := (N1, . . . , Nn) ∈ Zn, we truncate the series (2.18) as follows

fr,h,N (z) =
∑

k∈Zn
N

(z)

∑
sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

f (s1,...,sn) (kh)
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1 , (3.37)

where k := (k1, . . . , kn) ∈ Zn, kh := (k1h1, . . . , knhn), z := (z1, . . . , zn) ∈ Cn and

Zn
N (z) :=

{
k ∈ Zn : |⌊h−1

j ℜzj⌋ − kj | ≤ Nj , 1 ≤ j ≤ n
}
. (3.38)

Here ⌊x⌋ is the integer part of x and N := (N1, . . . , Nn). That is, if we want to estimate f(z)

we only sum over values of f on a part of hZn near ℜz. In this way we can study a bound on

the truncation error

Tr,h,N (z) = f(z)− fr,h,N (z), z ∈ Cn. (3.39)

Theorem 3.9. Let f ∈ Bn
σ,p, 1 ≤ p < ∞ then for any z ∈ Cn, we have the following bound

|Tr,h,N (x)| ≤ η∥f∥p
∑

sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

βs,m,ℓ

(
n∑

j=1

1

N
mj+1/p

j

)
exp

(
n∑

j=1

(r + 1)πh−1
j ℑzj

)
,

(3.40)

where r ∈ N◦, N := (N1, . . . , Nn) ∈ Zn and

η := pA

 n∏
j=1

h−1
j

1/p

, βs,m,ℓ :=

n∏
j=1

σ
sj
j |πh−1

j |mj+1|δrℓj (kj)|
sj ! ℓj !

.

Proof. Since f ∈ Bn
σ,p, then the expansion (2.18) holds. Using (3.39) and the general triangle

inequality implies

|Tr,h,N (z)| ≤
∑

k/∈Zn
N (z)

∑
sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

∣∣∣∣∣∣f (s1,...,sn) (kh)
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1

∣∣∣∣∣∣
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=
∑

sn+mn+ℓn=r

. . .
∑

s1+m1+ℓ1=r

∑
k/∈Zn

N (z)

∣∣∣∣∣∣f (s1,...,sn) (kh)
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1

∣∣∣∣∣∣ ,
(3.41)

where the interchange of the sums in the last step of (3.41) is justified by the absolute conver-

gence of (2.18). Applying the general Hölder’s inequality yields∑
k/∈Zn

N (z)

∣∣∣∣∣∣f (s1,...,sn) (kh)
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1

∣∣∣∣∣∣
≤

 ∑
k/∈Zn

N (z)

∣∣∣f (s1,...,sn) (kh)
∣∣∣p
1/p ∑

k/∈Zn
N (z)

∣∣∣∣∣∣
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1

∣∣∣∣∣∣
q1/q

.

(3.42)

Since f ∈ Bn
σ,p, then f (s1,...,sn) ∈ Bn

σ,p for all 0 ≤ sj ≤ r and we have (see [12, pp. 123–124]) ∑
k/∈Zn

N (z)

∣∣∣f (s1,...,sn) (kh)
∣∣∣p
1/p

≤

(∑
k∈Zn

∣∣∣f (s1,...,sn) (kh)
∣∣∣p)1/p

≤ A

 n∏
j=1

h−1
j

1/p

∥f (s1,...,sn)∥p

≤ A

 n∏
j=1

h−1
j

1/p

∥f∥p
n∏

j=1

σ
sj
j , (3.43)

where A is a positive constant. In the last step of (3.43), we have used the Bernstein inequality,

see [12, p. 116]. For all j = 1, . . . , n, it is easy to see that

sinr+1
(
πh−1

j zj
)

(zj − kjhj)mj+1
= (−1)(mj+1)kj

(
πh−1

j

)mj+1
sinr−mj

(
πh−1

j zj
)
sincmj+1

(
πh−1

j zj − kjπ
)
.

(3.44)

Using (3.44) and the well known inequality |sin(ζ)| ≤ exp(|ℑζ|), we obtain ∑
k/∈Zn

N (z)

∣∣∣∣∣∣
n∏

j=1

δrℓj (kj) sin
r+1

(
πh−1

j zj
)

sj !ℓj !(zj − kjhj)mj+1

∣∣∣∣∣∣
q1/q

≤ p(z)

 ∑
k/∈Zn

N (z)

∣∣∣∣∣∣
n∏

j=1

sinc(mj+1)q
(
πh−1

j zj − kjπ
)∣∣∣∣∣∣
1/q

, (3.45)

where p is defined by

p(z) =

 n∏
j=1

|πh−1
j |mj+1|δrℓj (kj)|

sj ! ℓj !

 exp

 n∑
j=1

(r −mj)πh
−1
j ℑzj

 .

Note that the sequence |δrℓj (kj)| is independent of kj for all 1 ≤ j ≤ n, see [6, Lemma 2.4].

To complete the proof, we will estimate the sum in the right-hand side of (3.45). From the
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definition of Zn
N (z) and by applying the general Minkowski inequality, it is not hard to see that ∑

k/∈Zn
N (z)

∣∣∣∣∣∣
n∏

j=1

sinc(mj+1)q
(
πh−1

j zj − kjπ
)∣∣∣∣∣∣
1/q

≤
n∑

j=1

 ∑
kj /∈ZNj

(zj)

∣∣∣sinc(mj+1)q
(
πh−1

j zj − kjπ
)∣∣∣
1/q

×
n∏

j ̸=i=1

(∑
ki∈Z

∣∣∣sinc(mi+1)q
(
πh−1

i zi − kiπ
)∣∣∣)1/q

, (3.46)

where ZN (ζ) :=
{
k ∈ Z : |⌊h−1ℜζ⌋ − k| ≤ N

}
. From [6, Lemma 4.1] and [3, Lemma 2.5], we

have the following inequality which hold for all ζ ∈ C and m ∈ Z+ ∑
k/∈ZN (ζ)

∣∣∣sinc(m+1)q
(
πh−1ζ − kπ

)∣∣∣
1/q

≤ e(m+1)πh−1|ℑζ| N−m−1/p, (3.47)

( ∞∑
k=−∞

∣∣sinc (πh−1ζ − kπ
)∣∣q)1/q

≤ p eπh
−1|ℑζ|, (3.48)

respectively. Using the well known inequality |sinc(ζ)| ≤ exp(|ℑζ|) and combining (3.41)–(3.43)

and (3.45)–(3.48), we obtain (3.40) and the proof is completed.

In the following corollary, we show that Ye’s bound, [20, Theorem 1], is special case of (3.40).

Corollary 3.10. Let f ∈ Bn
σ,p, 1 ≤ p < ∞ then for any x ∈ Rn, we have the uniform bound

|T0,h,N (x)| ≤ A

πn/p

 n∑
j=1

1

N
1/p
j

 n∏
j=1

σj

1/p

∥f∥p. (3.49)

Proof. Letting r = 0 implies sj = mj = ℓj = 0, hj = π/σj and |δ00(kj)| = 1/σj for all 1 ≤ j ≤ n.

In the case r = 0 and ℑzj = 0 for all 1 ≤ j ≤ n, the estimation (3.40) gives us (3.49).

§4 Illustrative examples

In this section, we discuss two examples which are devoted to a numerically comparison

between our formula (2.31) and Fang-Li’s formula (1.6). We restrict ourselves to functions from

the space B3
σ,p. The case when f ∈ B2

σ,p is given in [6] and formula (2.31) turns into (1.6) in

the case f ∈ B1
σ,p. Our formula (2.31) gives us a high accuracy approximations comparing with

the results of (1.6). We truncate the series (1.6) for functions from the space B3
σ,p as follows

fN (x) =
∑

k/∈Zn
N (x)

f

(
2kπ

σ

)
+

n∑
j=1

f ′
xj

(
2kπ

σ

)(
xj −

2kjπ

σj

)
n∏

j=1

sinc2 ((σj/2)xj − kjπ) ,

(4.50)

and then the truncation error associated with this series will be TN [f ](x) := f(x)− fN (x).
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Example 4.11. Consider the function f(x) = sinc
(√

1 + x2
1 + x2

2 + x2
3

)
, x = (x1, x2, x3) ∈

R3, which belongs to the space B3
σ,2, σ = (1, 1, 1). In Table 1, we approximate f at some points

using sampling formula (2.31) and Fang-Li’s formula (1.6) with N = (12, 12, 12).

Table 1. Absolute error for two formulas.

x ∈ R3 Fang-Li’s formula (1.6) Sampling formula (2.31)∣∣∣f(x)− fN (x)
∣∣∣ ∣∣∣f(x)− f1,h,N (x)

∣∣∣
( 12 ,

1
2 ,

1
2 ) 0.0220122 8.06393×10−5

( 12 , 1, 1, ) 0.0423094 9.44323×10−5

(1, 1, 3
2 ) 0.0933885 3.37872×10−5

( 32 ,
3
2 ,

3
2 ) 0.0684493 1.11348×10−5

Example 4.12. In this example, we approximate the function f(z) =
∏3

j=1 sinc
(1) (zj), z =

(z1, z2, z3) ∈ C3, which belongs to B3
σ,p, σ = (1, 1, 1), using formulas (2.31) and (1.6) with

N = (15, 15, 15). As we mentioned in Section 1, Fang-Li’s formula (1.6) is also justified on

C3. We summarize the numerical results on Table 2.

Table 2. Absolute error for two formulas.

z ∈ R3 Fang-Li’s formula (1.6) Sampling formula (2.31)∣∣∣f(z)− fN (z)
∣∣∣ ∣∣∣f(z)− f1,h,N (z)

∣∣∣
(1 + i, 1 + i, 1 + i) 0.106645 8.76907×10−7

(2 + i, 1 + i, 1 + i) 0.126314 1.52696×10−6

(2 + i, 2 + i, 1 + i) 0.149698 2.48755×10−6

(2 + i, 2 + i, 2 + i) 0.177531 3.79328×10−6
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