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Approximate solution of Volterra-Fredholm integral

equations using generalized barycentric rational

interpolant

Hadis Azin Fakhrodin Mohammadi∗

Abstract. It is well-known that interpolation by rational functions results in a more accurate

approximation than the polynomials interpolation. However, classical rational interpolation has

some deficiencies such as uncontrollable poles and low convergence order. In contrast with the

classical rational interpolants, the generalized barycentric rational interpolants which depend

linearly on the interpolated values, yield infinite smooth approximation with no poles in real

numbers. In this paper, a numerical collocation approach, based on the generalized barycentric

rational interpolation and Gaussian quadrature formula, was introduced to approximate the

solution of Volterra-Fredholm integral equations. Three types of points in the solution domain

are used as interpolation nodes. The obtained numerical results confirm that the barycentric

rational interpolants are efficient tools for solving Volterra-Fredholm integral equations. More-

over, integral equations with Runge’s function as an exact solution, no oscillation occurrs in the

obtained approximate solutions so that the Runge’s phenomenon is avoided.

§1 Introduction

A simple method for approximating a given function f on the interval [a, b] is to use inter-

polation functions. Let a ≤ x0 < x1 < ... < xn ≤ b be a set of distinct points in the interval

[a, b]. An interpolant is a function p which has the same value as f at these node points, i.e.,

p(xi) = f(xi), i = 0, 1, ..., n.

Depending on the distribution of the node points and the requested accuracy, several types

of interpolation functions have been used to approximate the function f . The polynomial

interpolant is the most simple and the easiest form of interpolant functions frequently applied to

approximate the solution of differential and integral equations [1–4]. However, the application
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of the polynomial interpolant has some significant shortcomings such as unstable numerical

computations and extremely high computational cost [5, 6]. Moreover, for a large number of

equidistant node points, polynomial interpolants exhibit large oscillations around the interval

boundaries which is known as the Runge’s phenomenon [6, 7]. There are some approaches

that improve the performance of polynomial interpolant. If the distribution of node points can

be chosen, the best option is to use the shifted Chebyshev points in the interval [a, b]. On

the contrary, if the position of the interpolating points is fixed, the other kind of interpolant

functions such as piecewise polynomials and rational functions must be used [6–8].

The classical rational interpolants deal with interpolation problems by using rational poly-

nomial functions. Suppose that x0 < x1 < ... < xn are n + 1 distinct real numbers and f is a

given function. A rational interpolation function for f at these points is an irreducible rational

function Φµ,ν(x) = Pµ(x)
Qν(x) in which Pµ(x) and Qν(x) are two polynomials of degree at most µ

and ν respectively, with n+ 1 = µ+ ν + 1 and such that [9]

Φµ,ν(xi) =
Pµ(xi)

Qν(xi)
= f(xi), i = 0, 1, ..., n. (1)

It is well-known that the use of rational functions can also lead to much better approxima-

tion in comparison with the polynomial interpolants. Specifically, for the functions with a pole,

rational interpolants are more effective than the polynomial interpolations and yield more accu-

rate approximation. Nevertheless, there are some disadvantages to the practical implementation

of the classical rational interpolation which can be described as:

• The interpolation problem (1) results in a complicated and high-cost procedure for com-

puting rational function Φµ,ν .

• Contrary to the polynomial interpolation, the rational interpolation problem may be

unsolvable, and result in unattainable points.

• The rational interpolant Φµ,ν can have some poles in the interval of interpolation.

To improve the application of the classical rational interpolants, a variant representation of

rational interpolant, called the barycentric form, was suggested by Berrut and Mittelmann [10]

and later extended by Berrut and Trefethen [6]. The barycentric formulation of the rational

interpolation avoids poles by using the numerator and denominator of higher degrees. Moreover,

the barycentric rational interpolants depend linearly on the data f(xi) which leads to low-cost

and efficient algorithms for computing them. More recently, Floater and Hormann [7] have

introduced a family of generalized barycentric rational interpolants that provide an arbitrary

high approximation order and have no real poles in the interval of interpolation. It also has been

proved that this generalized formulation avoids oscillations such as Runge’s phenomenon [7].

The modeling of such phenomena in many areas of science and engineering such as fluid

mechanics, quantum mechanics, water waves, biological systems, kinetics in chemistry and

spatial-temporal development lead to Volterra-Fredholm integral equations. Such important

applications have motivated researchers to investigate analytical and numerical solutions of

this kind of integral equations. Recently, wavelet method [11–13], polynomials spectral methods
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[1,14–18], Least squares approximation method [19], operational methods [20], hybrid functions

[21], Sinc Nyström method [22] and modified block-pulse functions [23], ε-SVR method [24],

have been used to approximate the solution of Volterra-Fredholm integral equations.

In this paper, the generalized barycentric rational interpolant introduced by Floater and

Hormann [7] was taken into account and their features were reviewed thoroughly. Then, a

numerical collocation approach based on these generalized barycentric rational interpolant was

introduced to approximate the solution of the following Volterra-Fredholm integral equations

α(x)y(x) + β(x)y (h(x)) = f(x) + µ1

∫ h(x)

a

k1(x, t)y(t)dt+µ2

∫ b

a

k2(x, t)y (h(t)) dt, (2)

where ki(x, t), i = 1, 2 are known kernel functions on the interval [a, b] × [a, b]. The known

functions α(x), β(x), f(x) and 0 ≤ h(x) < ∞ are defined for a ≤ x ≤ b and y(x) is the

unknown function. Moreover, and µ1, µ2 are real constants and µ2
2 + µ2

2 ̸= 0. Three kind

of points in the interval [a, b] are used as interpolation nodes in the proposed method. The

convergence analysis of the proposed collocation method is also given. The performance of the

proposed scheme is validated through some illustrative examples.

§2 Barycentric rational interpolant

For (n + 1) distinct points a ≤ x0 < x1 < ... < xn ≤ b and continouse function f on the

interval [a, b], the barycentric formulation of the rational interpolant is defined as [10]:

ϕ(x) =

n∑
i=0

wif(xi)
(x−xi)

n∑
i=0

wi

(x−xi)

(3)

where w0, ..., wn are real valued weights and must be chosen such that ϕ(x) is pole free inter-

polant for the function f in the interval [a, b]. Recently, different kinds of weights have been

chosen in the barycentric rational formulation (3). For example, the barycentric formulation

of the Lagrange interpolation are investigated in Ref. [6]. Indeed, the classical Lagrange poly-

nomial interpolant for the function f can be presented in barycentric form (3) by defining the

weights wi as:

wi =
1

n∏
j=0,j ̸=i

(xj − xi)
, i = 0, 1, ..., n.

More appropriate weights for the barycentric rational formulation (3) were considered by Berrut

as follows [5]:

wi = (−1)i, i = 0, 1, ..., n,

which yield the following rational interpolation function

ϕ(x) =

n∑
i=0

(−1)if(xi)
(x−xi)

n∑
i=0

(−1)i

(x−xi)

. (4)
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It has been shown that the rational interpolant (4) has no poles in real number R. Moreover, it

has been applied to approximate the Runge’s function f(x) = 1
1+25x2 for several distributions

of node points xi and the obtained numerical results confirm converges to f at the rate of

O
(
1
n

)
[5, 7].

§3 Floater-Hormann rational interpolant

In 2007, a generalized version of the barycentric rational interpolant was introduced by

Floater and Hormann [7] which had some advantages over the Berrut’s barycentric form (3).

This family of barycentric rational interpolant provides infinitely smooth functions that have

arbitrary high approximation order for any distribution of node points [25]. For a given function

f : [a, b] → R, arbitrary nodes a ≤ x0 < x1 < . . . < xn−1 < xn ≤ b and 0 6 d 6 n, the Floater-

Hormann barycentric rational interpolant is defined as

r(x) =

n−d∑
i=0

λi(x)pi(x)

n−d∑
i=0

λi(x)

(5)

in which pi(x) is the polynomial interpolation of degree at most d for the points xi, xi+1, ..., xi+d,

and

λi(x) =
(−1)

i

(x− xi) (x− xi+1) ... (x− xi+d)
.

By definition of the Floater-Hormann rational interpolant (5) we can realize that the λi

only depends on the node points xi. Therefore, r is the linear function of the values f(xi) and

by using the well-known Lagrange polynomials it can be written in the following form:

r (x) =
1

n−d∑
i=0

λi (x)

n−d∑
i=0

λi (x)
i+d∑
j=i

f (xj)Lij (x)

 =
n∑

i=0

f (xi)ψi (x), (6)

where Lij is the Lagrange basis polynomial

Lij(x) =
n+d∏

l=0,l ̸=j

x− xl
xj − xl

, i = 0, 1, ..., n− d, j = i, i+ 1, ..., i+ d,

and

ψi (x) =



i∑
j=0

λj(x)Lij(x)

n−d∑
i=0

λi(x)

, i = 0, 1, ..., d,

i∑
j=i−d

λj(x)Lij(x)

n−d∑
i=0

λi(x)

i = d+ 1, ..., n− d,

n−d∑
j=i−d

λj(x)Lij(x)

n−d∑
i=0

λi(x)

i = n− d+ 1, ..., n.

(7)
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Remark 1. It is easy to see that for d = 0, the Floater-Hormann rational interpolant r is

exactly the Berrut’s interpolant as defined in (4).

Now, let’s review some fundamental properties of the generalized Floater-Hormann rational

interpolant. For more details on the Floater-Hormann rational interpolant and thiir special

features can refer to Refs. [7, 25,26].

3.1 The barycentric formulation

Consider the Lagrange form of the polynomial interpolant pi (x) as follows:

pi (x) =

n−d∑
i=0

 n−d∏
j=0,j ̸=i

x− xj
xi − xj

 f(xi), i = 0, 1, ..., n. (8)

The Floater-Hormann rational interpolant r(x) can rewritten as:

r(x) =

n∑
i=0

wif(xi)
(x−xi)

n∑
i=0

wi

(x−xi)

,

where

wk =
∑
i∈Jk

(−1)
i

i+d∏
j=i,j ̸=k

1

xk − xj
, Jk = {i : 0 ≤ i ≤ n− d and k − d ≤ i ≤ k} .

3.2 Rate of approximation

Let ∥.∥∞ be the infinity norm as ∥u∥∞ = max
a≤x≤b

|u(x)|. The following Theorems from Ref. [7]

provide the approximation order of the Floater-Hormann rational interpolants r.

Theorem 1. [7] Let 1 ≤ d and f ∈ Cd+2[a, b], then

∥r − f∥∞ ≤


hd+1 (b− a)

∥f(d+2)∥∞
d+2 , for odd n− d,

hd+1

(
(b− a)

∥f(d+2)∥∞
d+2 +

∥f(d+1)∥∞
d+1

)
, for even n− d,

where h = max
0≤i≤n−1

|xi+1 − xi|.

Theorem 2. [7] Let f ∈ C2[a, b]. Then for d = 0 the approximation error for the rational

interpolant (5) can be derived as

∥r − f∥∞ ≤


h(1 + ρ) (b− a)

∥f ′′∥∞
2 , for odd n,

h(1 + ρ)

(
(b−a)∥f ′′∥∞

2 + ∥f ′∥∞

)
, for even n,

where h = max
0≤i≤n−1

|xi+1 − xi| and

ρ = max
1≤i≤n−2

min

{
xi+1 − xi
xi − xi−1

,
xi+1 − xi
xi+2 − xi+1

}
.
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The above Theorems reveal that for a enough smooth function f and any distribution of

node points xi, the Floater-Hormann rational interpolant r convergences to f with the rate of

O
(
hd+1

)
.

3.3 Absence of poles

An interesting advantage of the Floater-Hormann rational interpolant r is that it is free of

real poles.

Theorem 3. [7] For 0 ≤ d ≤ n, the Floater-Hormann rational interpolant (5) has no real

poles.

§4 Application in solving VFIEs

The main aim of this section is to present a numerical approach based on the Floater-

Hormann rational interpolant for solving VFIEs (2). It is worth mentioning that the known

functions in Eq. (2) satisfy the conditions that this equation has a unique solution [27, 28].

First, we consider (n+1) distinct node points in the interval [a, b]. In our approach, three types

of node points are considered:

Type 1: A uniform partition (UP) on the interval [a, b]:

x0 = a, xi = xi−1 + h, , i = 1, 2, ..., n, h =
b− a

n
. (9)

Type 2: The shifted Chebyshev Gauss (CG) points in the interval [a, b]:

xi =
b+ a

2
− b− a

2
cos

(
(2i+ 1)π

2n+ 2

)
, i = 0, 1, ..., n. (10)

Type 3: The shifted Chebyshev Gauss-Lobatto (CGL) points in the interval [a, b]:

xi =
b+ a

2
− b− a

2
cos

(
iπ

n

)
, i = 0, 1, ..., n. (11)

Now, let yi = y(xi) be the value of the unknown function y(x) at the prespecified node points

xi. The function y(x) and y (h(x)) can be approximated by means of the Floater-Hormann

rational interpolant (6) as

y(x) ≃ yn(x) =

n∑
i=0

yiψi(x), x ∈ [a, b]. (12)

y (h(x)) ≃ yn (h(x)) =

n∑
i=0

yiψi (h(x)), x ∈ [a, b],

Substitute these approximate functions into relation (2), we get:

α(x)

n∑
i=0

yiψi(x) + β(x)

n∑
i=0

yiψi (h(x)) = f(x) + µ1

n∑
i=0

yi

∫ h(x)

a

k1(x, t)ψi(t)dt

+µ2

n∑
i=0

yi

∫ b

a

k2(x, t)ψi (h(t)) dt.
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Collocating this equation at (n + 1) roots of the shifted Chebyshev polynomials Tn+1(x) in

[a, b], namely:

τj =
b+ a

2
− b− a

2
cos

(
(2j + 1)π

2n+ 2

)
, j = 0, 1, ..., n. (13)

we get:

α(τj)

n∑
i=0

yiψi(τj) + β(τj)

n∑
i=0

yiψi (h(τj)) = f(τj) + µ1

n∑
i=0

yi

∫ h(τj)

a

k1(τj , t)ψi(t)dt

+µ2

n∑
i=0

yi

∫ b

a

k2(τj , t)ψi (h(t)) dt, j = 0, 1, ..., n.

The above relation can be rewritten in the following form:
n∑

i=0

[
α(τj)ψi(τj) + β(τj)ψi (h(τj))− µ1

∫ h(τj)

a

k1(τj , t)ψi(t)dt− µ2

∫ b

a

k2(τj , t)ψi (h(t)) dt

]
yi.

= f(τj) j = 0, 1, ..., n. (14)

By using the M -point Gauss-Legendre quadrature formula in the intervals [a, h(τj)] and [a, b],

the integral terms in (14) can be approximated as:∫ h(τj)

a

k1(τj , t)ψi(t)dt ≃ ∆ij =
h (τj)− a

2

M∑
k=1

ωkk1 (τj , µjk)ψi (µjk) , (15)

∫ b

a

k2(τj , t)ψi (h(t)) dt ≃ Θij =
b− a

2

M∑
k=1

ωkk2 (τj , ηjk)ψi (h (ηjk)) , (16)

in which

µjk =
h (τj)− a

2
tk +

h (τj) + a

2
, ηjk =

b− a

2
tk +

b+ a

2
, (17)

tk is the k-th root of the Legendre polynomial PM (t) and ωk is the k-th Gauss-Legendre

quadrature weight and

ωk =
2

(1− x2k) [P
′
M (xk)]

2 , k = 1, 2, ...,M. (18)

By introducing

Λij = α(τj)ψi(τj) + β(τj)ψi (h(τj)) , (19)

and applying the quadrature approximations in (15) and (16), the relation (14) can be expressed

in a matrix form as follows:

AY = F, (20)

in which

A = [Λij − µ1∆ij − µ2Θij ](n+1)×(n+1), Y =


y0

y2
...

yn

 , F =


f(τ0)

f(τ1)
...

f(τn)

 . (21)

The linear system (20) can be solved for the unknown vector Y . Consequently, the approximate

solution of VFIE (3) can be derived by inserting the obtained vector Y in (12). The algorithm
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of the proposed numerical method in pseudocode format is designed in Algorithm 1.

Algorithm 1 Algorithm in pseudocode format

Inputs: n, d, M , a, b, µ1, µ2, the functions f(x), α(x), β(x), h(x), k1(x, t) and k2(x, t).

Step 1: Define the unknown vector Y = [y0, y2, ..., yn]
T .

Step 2: Construct the rational interpolation functions ψi(x) from Eq. (7).

Step 3: Compute the interpolatio nodes xi from Eqs. (9)-(11).

Step 3: Compute the collocation points τj from Eq. (13).

Step 5: Compute the Gaussian nodes µjk and ηjk from Eq. (17).

Step 5: Compute the weights ωk from Eq. (18).

Step 6: Compute ∆ij , Θij and Λij from Eqs. (15)-(16) and (19).

Step 7: Compute the vector F and coefficient matrix A from Eq. (21).

Step 8: Solve the obtained system algebraic equations in (20) to get the unknowm vector Y .

Step 9: Compute the approximate function y(x) by inserting the obtained vector Y in Eq. (12).

Outputs: The approximate solution yn(x) ≃
n∑

i=0

yiψi(x).

The special features of the method:

• A new kind of generalized barycentric rational interpolants with the arbitrary rate of

convergence isused as basis.

• The implementation of the proposed numerical approach is very simple and low-cost.

• The presented method yields an infinitely smooth solution for VFIEs.

• By using the generalized barycentric rational functions, oscillation in the obtained solution

(Runge’s phenomenon) is avoided.

§5 Convergence analysis

This section deals with the convergence analysis of the proposed barycentric rational inter-

polation method.

Theorem 4. Suppose that Ȳ = [ȳ0, ȳ1, ..., ȳn]
T

and ȳn(x) =
n∑

i=0

ȳiψi(x) are the solutions of

(20) and their corresponding solutions for the VFIE (2), respectively. Moreover, let yn(x) =
n∑

i=0

yiψi(x) be the Floater and Hormnn approximation of the exact solution y(x), then

∥y(x)− ȳn(x)∥∞ ≤ Chd+1 +Υδn,

where δn =
n∑

i=0

|yi − ȳi| and Υ = max
0≤i≤n

∥ψi∥∞.

Proof. It is easy to verify that

∥y(x)− ȳn(x)∥∞ ≤ ∥y(x)− yn(x)∥∞ + ∥yn(x)− ȳn(x)∥∞ .

From Theorems 1 and 2, it can be concluded that for a constant C we have:

∥y(x)− yn(x)∥∞ ≤ Chd+1. (22)
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Moreover, it is easy to see that:

∥yn(x)− ȳn(x)∥∞ ≤

∣∣∣∣∣
n∑

i=0

(yi − ȳi)ϕi(x)

∣∣∣∣∣ ≤
n∑

i=0

|yi − ȳi| |ϕi(x)| ≤ Υ
n∑

i=0

|yi − yi| = Υδn. (23)

Now, Eqs. (22) and (23) yield

∥yn(x)− ȳn(x)∥∞ ≤ Chd+1 +Υδn,

that proves the result.

Theorem 5. Suppose that ki(x, t), i = 1, 2, α(x), β(x) and h(x) are continuous functions. Let

ȳn(x) and y(x) be the approximate and exact solutions of the VFIE (2), respectively. Then, if

Mα ≥ K1(Mh + a) |µ1| we have

∥y(x)− ȳn(x)∥∞
∥y(h(x))− ȳn(h(x))∥∞

≤ Mβ + (b− a)K2 |µ2|
Mα −K1(Mh + a) |µ1|

.

where Ki = max
0≤x,t≤1

|ki(x, t)| , i = 1, 2, Mα = max
a≤x≤b

|α(x)|, Mβ = max
a≤x≤b

|β(x)| and Mh =

max
a≤x≤b

|h(x)|.

Proof. By substituting the approximate solution ȳn(x) in (2), we get:

α(x)ȳn(x) + β(x)ȳn(h(x)) = f(x) + µ1

∫ h(x)

a

k1(x, t)ȳn(t)dt+ µ2

∫ b

a

k2(x, t)ȳn(h(t))dt. (24)

Subtracting Eq. (24) from (2) we obtain:

α(x) (y(x)− ȳn(x)) + β(x) (y(h(x))− ȳn(h(x)))

= µ1

∫ h(x)

a

k1(x, t) (y(t)− ȳn(t)) dt+ µ2

∫ b

a

k2(x, t) (y(t)− ȳn(t)) dt.

From this relation it can be concluded:

Mα∥y(x)− ȳn(x)∥∞ −Mβ∥y(h(x))− ȳn(h(x))∥∞

≤ |µ1|
∫ h(x)

a

|k1(x, t)| |y(t)− ȳn(t)|dt+ |µ2|
∫ b

a

|k2(x, t)| |y(h(t))− ȳn(h(t))|dt.

≤ |µ1| ∥y(x)− ȳn(x)∥∞
∫ h(x)

a

|k1(x, t)| dt+ |µ2| ∥y(h(x))− ȳn(h(x))∥∞
∫ b

a

|k2(x, t)| dt.

≤ K1(Mh + a) |µ1| ∥y(x)− ȳ(x)∥∞ + (b− a)K2 |µ2| ∥y(h(x))− ȳ(h(x))∥∞.
Consequently, we have

∥y(x)− ȳn(x)∥∞
∥y(h(x))− ȳn(h(x))∥∞

≤ Mβ + (b− a)K2 |µ2|
Mα −K1(Mh + a) |µ1|

.

which proves the result.

§6 Numerical computations

In order to demonstrate the accuracy and efficiency of the presented scheme, it has been

applied to approximate solutions of different VFIEs. All numerical computations have been

carried out by using Maple 17 software in a PC with Core i7 CPU and 8 GB RAM. The
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root-mean-square error (RMSE) of the obtained numerical solution is estimated as

∥en∥2 ≃

√√√√ m∑
i=1

|en (xi)|2

m
,

where e(x) = ȳn(x) − y(x) is the error function of the derived approximate solution ȳn(x) by

the generalized barycentric rational method.

Example 1. As first example, we consider the following VFIE

xy(x) + sin(x)y(h(x)) = f(x) +
1

10

∫ h(x)

−1

(x− t)y(t)dt+

∫ 1

−1

x2t2y(h(t))dt

where h(x) = x
5 , the exact solution is the Runge’s function y(x) = 1

1+25x2 and f(x) is compatible

with y(x). The presented method in Section 4 for different types of node points xi is used

to solve this VFIE. Table 1 provides the RMSE of the obtained numerical solution and the

elapsed CPU time (in seconds) for different values of n and d. Fig. 1 shows the graph of the

approximate solutions for various values of n, d and three types of node points in the interval

[−1, 1]. Moreover, the absolute error functions for different values of n and d are plotted in Fig.

2. The presented results confirm the efficiency and limited computational cost of the presented

algorithm. Moreover, it can be concluded that, for all three types of node points, the obtained

approximate solutions converge well as the number of basis functions increases and there is no

oscillation in the obtained results. In other word, by using the generalized barycentric rational

functions, Runge’s phenomenon is avoided.

Table 1. The RMSE and elapsed CPU time (in seconds) for different values of n and d (Example 1).

∥en∥2 CPU time

(n, d) UP CG CGL UP CG CGL

(24, 10) 1.77E-03 2.31E-03 2.36E-03 4.765 8.750 9.313
(30, 14) 4.17E-04 5.48E-04 5.59E-04 12.453 21.563 23.938
(36, 16) 9.77E-05 1.47E-04 1.50E-04 25.407 38.516 37.907
(48, 20) 6.50E-06 1.28E-05 1.31E-05 91.531 139.891 124.016

Example 2. Now, we consider the following VFIE

e−xy(x) + cos(2x)y(h(x)) = f(x) +

∫ h(x)

0

ex−ty(t)dt+

∫ 1

0

y(h(t))

x2 + t2
dt

where h(x) = x
3 , x

2 and f(x) is chosen such that the exact solution is the rational function

y(x) = x−x2

x4+x2+2 . The proposed barycentric rational interpolant scheme has been utilized to

solve this VFIE for various choices of n and d. The RMSE of the approximate solutions and

the elapsed CPU time (in seconds) for three types of node points and various n and d are

provided in Tables 2 and 3, respectively. For h(x) = x
3 and h(x) = x2, Figs. 3 and 4 show the

absolute error of approximate solutions for three types of node points and various n and d. From

these results, we can conclude that for all types of node points the proposed barycentric rational
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(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 1. The approximate solutions for various values of n, d and three types of node points in the
interval [−1, 1]. (Example 1).

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 2. The absolute error for various values of n, d and three types of node points (Example 1).

interpolation method is efficient and low-cost for solving this VFIE. Moreover, as the number

of basis functions i.e. n increases, the accuracy of the numerical results increases significantly

without any oscillation.

Table 2. The RMSE of the obtained numerical solutions for different values of n and d (Example 2).

h(x) = x
3 h(x) = x2

(n, d) UP CG CGL UP CG CGL

(6, 4) 3.63E-04 3.26E-04 2.77E-04 4.27E-04 3.91E-04 3.32E-04
(8, 6) 3.29E-06 1.67E-06 2.66E-07 7.67E-06 3.81E-06 3.32E-07
(10, 8) 8.90E-08 1.62E-07 2.71E-07 1.67E-07 4.04E-07 5.02E-07
(12, 10) 5.50E-08 6.71E-08 7.30E-08 5.99E-09 3.47E-08 2.26E-08
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Table 3. The elapsed CPU time (in second) for different values of n and d (Example 2).

h(x) = x
3 h(x) = x2

(n, d) UP CG CGL UP CG CGL

(6, 2) 3.531 4.157 3.609 3.094 3.390 3.750
(8, 4) 4.641 5.062 4.703 5.110 5.125 5.575
(10, 6) 5.438 6.719 6.766 6.247 7.181 6.766
(12, 8) 7.328 9.328 9.562 9.873 10.766 10.188

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 3. The absolute error for h(x) = x
3
and various values of n and d = n− 2 (Example 2).

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 4. The absolute error for h(x) = x2 and various values of n and d = n− 2 (Example 2).

Example 3. Let us consider the following VFIE [15,17]

x2y(x) + exy (h(x)) = f(x) +

∫ h(x)

0

ex+ty(t)dt−
∫ 1

0

ex−h(t)y (h(t)) dt

where h(x) = 2x and f(x) is compatible with the exact solution y(x) = sin(x). The described

scheme in Section 4 with different values of n and d has been applied to approximate solution of

this problem. In Table 4, the RMSE of the obtained numerical solutions for different values of n
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and d were compared to thoes achieved by methods in Refs. [1,15,17,29]. The elapsed CPU time

(in second) for various values of n and d are tabulated in Table 5. These results confirm the

efficiency and low computational cost of the proposed method in solving this VFIE. In addition,

it can be concluded that for all types of node points, the barycentric rational interpolation method

is more accurate than the previous methods. Moreover, it is clear that the obtained approximate

solutions converge well as the number of basis function n increases.

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 5. The absolute error for various values of n and d = n− 2 (Example 3).

Table 4. The RMSE of the obtained numerical solutions for different values of n and d = n − 2
(Example 3).

Present Method

n UP CG CGL Ref. [17] Ref. [15] Ref. [29] Ref. [1]

5 4.51E-05 2.26E-05 3.67E-05 2.93E-05 6.23E-05 3.68E-04 6.23E-05
8 4.23E-08 6.31E-08 4.07E-08 3.94E-08 1.89E-08 1.24E-05 1.77E-07
9 4.97E-09 4.67E-09 1.23E-09 2.29E-09 2.35E-08 3.46E-07 7.21E-06
12 3.24E-12 3.07E-12 2.97E-12 – – – –
16 2.9E-16 1.83E-17 1.21E-17 – – – –

Table 5. The elapsed CPU time (in seconds) for different values of n and d = n− 2 (Example 3).

n UP CG CGL

5 0.859 0.860 0.797
8 1.328 1.641 1.578
9 1.750 2.016 1.890
12 3.625 4.015 4.016
16 8.297 9.531 9.000
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Example 4. Consider the following VFIE [15,17]

y(x) = f(x) +

∫ h(x)

0

ex+ty(t)dt+

∫ 1

0

ex+h(t)y(h(t))dt

where h(x) = x
2 , ln(x + 1) and f(x) is chosen such that the exact solution is y(x) = e−x. The

suggested approach in Section 4 with various values of n and d is used to solve this VFIE.

Table 6 provides a comparison between the obtained results by our proposed algorithm and those

derived in Refs. [15, 17]. The elapsed CPU time (in seconds) for different values of n and d

are also presented in Table 7. Moreover, Figs. 6 and 7 show the absolute error functions with

different values of n and d. These results reveal that the proposed method is accurate and low-

cost for solving such problems and the approximate solutions converge to the exact solution as

the number of basis function increases. From these results, we can also see that for all types

of node points, the barycentric rational interpolation method is more accurate than the reported

results in Refs. [15,17].

Table 6. The RMSE of the obtained numerical solutions for different values of n and d = n − 2
(Example 4).

h(x) = x
2

Present Method

n UP CG CGL Ref. [17] Ref. [15]

5 1.5560E-05 1.4966E-05 1.3333E-05 3.7054E-07 3.3616E-04
8 1.0224E-09 9.6185E-10 9.0913E-10 6.7434E-07 5.7654E-07
10 8.4137E-13 7.9198E-13 7.6191E-13 – –
16 1.6181E-16 1.6202E-16 1.6205E-16 – –

h(x) = ln(x+ 1)

Present Method

n UP CG CGL Ref. [17] Ref. [15]

5 1.4311E-05 1.3783E-05 1.2325E-05 4.3023E-07 3.0506E-04
8 9.7696E-10 9.1996E-10 8.7031E-10 5.7851E-07 5.6092E-07
10 8.1359E-13 7.6620E-13 7.3732E-13 – –
16 1.6268E-16 1.6203E-16 1.6202E-16 – –

Example 5. Finally, we consider the following FVIE [19]

y(x) = f(x) +

∫ h(x)

0

xty(t)dt+

∫ 1

0

(x− t)y(h(t))dt

where h(x) = x
3 and f(x) is compatible with the exact solution y(x) = log(x+ 1). The solution

of this FVIE has been approximated by using the proposed method for various values of n and

d. The absolute error functions for various choices of n and d are plotted in Fig. 8. For

different choices of n and d, Table 8 provides a comparison between the RMSE of the obtained

approximate solutions and those derived in Refs. [15,19]. The elapsed CPU time (in seconds) for
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Table 7. The elapsed CPU time (in seconds) for different values of n and d = n− 2 (Example 4).

h(x) = x
2 h(x) = ln(x+ 1)

n UP CG CGL UP CG CGL

5 0.635 0.537 0.563 0.585 0.569 0.584
8 1.138 1.156 1.140 1.262 1.147 1.235
9 1.956 1.515 1.547 1.484 1.531 1.593
12 3.406 2.859 3.375 3.235 3.062 3.109
16 6.652 6.953 8.328 7.371 8.172 8.250

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 6. The absolute error for various values of n, h(x) = ln(1 + x) and d = n− 2 (Example 4).

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 7. The absolute error for various values of n, h(x) = x
2
and d = n− 2 (Example 4).

different values of n and d are provided in Table 9. According to these results, we can conclude

that the proposed method is accurate and low-cost for such FVIE and the approximate solutions

converge to the exact solution as the number of basis functions increases. Furthermore, we

can see that for all types of node points, the barycentric rational interpolation method is more

accurate than the reported results in Refs. [15,19].
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Table 8. The RMSE of the obtained numerical solutions for different values of n and d = n − 2
(Example 5).

Present Method

n UP CG CGL Ref. [19] Ref. [15]

4 3.14E-05 3.12E-05 2.72E-05 3.64E-05 5.29E-05
5 3.87E-06 3.75E-06 3.40E-06 5.27E-06 1.02E-05
6 7.01E-07 4.80E-06 4.47E-06 7.72E-07 1.42E-06
9 1.52E-09 1.45E-09 1.39E-09 – –
12 5.51E-12 5.27E-12 5.21E-12 – –
16 5.35E-15 3.32E-15 3.98E-15 – –

Table 9. The elapsed CPU time (in seconds) for different values of n and d = n− 2 (Example 5).

n UP CG CGL

4 0.765 0.719 0.781
5 0.843 0.875 0.906
6 1.093 1.032 1.109
9 1.937 2.015 2.250
12 3.034 3.609 3.797
16 7.641 8.844 8.859

(a) UP nodes (b) CG nodes (c) CGL nodes

Figure 8. The absolute error for various values of n, d = n− 2 (Example 5).

§7 Concluding Remarks

A family of generalized barycentric rational interpolation functions has been reviewed and

their properties have been investigated. Then, a numerical collocation method based on these

generalized barycentric rational interpolant and Gaussian quadrature formula were introduced

to approximate solution of Volterra-Fredholm integral equations. Three types of distinct points

are used as interpolation nodes and the proposed algorithm is implemented in some illustrative
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examples. The obtained numerical results were compared to those reported in the previous

paper and confirmed the superiority and limited computational cost of the presented algorithm.

Moreover, the presented method yields an infinitely smooth solution for VFIEs that avoid

oscillations such as Runge’s phenomenon.
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