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#### Abstract

In this paper, we introduce the concept of comparable $\mathscr{T}$-completeness of a partially ordered Menger PM-space and discuss the existence of fixed points for mappings satisfying certain conditions in the framework of a comparable $\mathscr{T}$-complete partially ordered Menger PM-space. We obtain some new results which generalize many known ones in the literature. Moreover, we derive some consequent results and give an example to illustrate our main result.


## §1 Introduction and Preliminaries

The concept of a probabilistic metric space (PM-space) was first raised by Menger and revisited by Schweizer and Sklar $[15,19]$. The fundamental theory of PM-spaces has been established and developed during the second half of the 20th century [20,21]. Specifically, fixed point theory and nonlinear operator theory in PM-spaces have attracted much attention and a large number of papers are focused on such field $[9,4,26,27,28,29,6,22,3]$.

It was Turinici who first suggested imposing a partial order on the structure of a metric space and discussed fixed point problems in this framework [24], which inspired many consequent works in this regard $[16,10,14,17]$. It is a natural idea to consider fixed point problems in a partially ordered Menger PM-space, and many results were also obtained in such spaces in recent years $[5,25,31,23]$. On the other hand, the notion of $\alpha$ admissible mapping has been defined in [18], and the fixed point results for $\alpha-\psi$ contractive mappings, generalized $\alpha-\psi$ contractive mappings and $\alpha-\psi$-Meir-Keeler contractive mappings have been obtained in [18,12,13]. In particular, it has been shown in [12] that the fixed point results in standard metric spaces, metric spaces endowed with a partial order and metric spaces where mappings are cyclic can be obtained by proper choice of $\alpha$ from the main results of [12].

[^0]Let $(X, \mathscr{F}, \Delta)$ be a Menger PM-space and $X$ be endowed with two partial orders $\preceq_{1}$ and $\preceq_{2}$, and $T, A, B, C, D: X \rightarrow X$ be five self-mappings. Consider the following problem: Find $x \in X$, such that

$$
\left\{\begin{array}{l}
x=T x  \tag{1}\\
A x \preceq_{1} B x \\
C x \preceq_{2} D x
\end{array}\right.
$$

Jleli and Samet discussed in [11] the existence of solutions to (1) in metric spaces by introducing the concepts of $d$-regularity and $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stability. In [2], Ansari et al. revisited the results in [11] and proved the uniqueness of the solution to (1) by assuming that only $A$ and $B$ are continuous (or only $C$ and $D$ are continuous). The main results of [11] and [2] were generalized to the setting of Menger PM-spaces in [30]. In [1], the authors investigated the existence of the solution to problem (1) by replacing the completeness of the metric space by introducing the so-called comparable completeness and considering a more general contractive condition.

In this paper, we will revisit problem (1) in partially ordered Menger PM-spaces and discuss its solution by introducing $\mathscr{T}$-completeness of partially ordered Menger PM-spaces and a more general contractive condition. Our results are the generalizations of the results in [1] and many other literatures.

We now recall some basic definitions in the theory of Menger PM-spaces.
A mapping $F: \mathbb{R} \rightarrow \mathbb{R}^{+}$is called a distribution function if it is nondecreasing left-continuous with $\sup _{t \in \mathbb{R}} F(t)=1$ and $\inf _{t \in \mathbb{R}} F(t)=0$.

We will denote by $\mathscr{D}$ the set of all distribution functions while $H$ will always denote the specific distribution function defined by

$$
H(t)= \begin{cases}0, & t \leq 0 \\ 1, & t>0\end{cases}
$$

Let $F_{1}, F_{2} \in \mathscr{D}$. The algebraic sum $F_{1} \oplus F_{2}$ is defined by [7]

$$
\left(F_{1} \oplus F_{2}\right)(t)=\sup _{t_{1}+t_{2}=t} \min \left\{F_{1}\left(t_{1}\right), F_{2}\left(t_{2}\right)\right\} \text { for all } t \in \mathbb{R}
$$

Definition 1.1.([4]) A mapping $\Delta:[0,1] \times[0,1] \rightarrow[0,1]$ is called a triangular norm (for short, a $t$-norm) if the following conditions are satisfied: $\Delta(a, 1)=a ; \Delta(a, b)=\Delta(b, a) ; \Delta(a, c) \geq$ $\Delta(b, d)$ for $a \geq b, c \geq d ; \Delta(a, \Delta(b, c))=\Delta(\Delta(a, b), c)$.

A typical example of a $t$-norm is $\Delta_{\text {min }}$ which is defined by $\Delta_{\min }(a, b)=\min \{a, b\}$ for all $a, b \in[0,1]$.
Definition 1.2.([4]) A triplet $(X, \mathscr{F}, \Delta)$ is called a Menger probabilistic metric space (for short, a Menger PM-space) if $X$ is a nonempty set, $\Delta$ is a $t$-norm and $\mathscr{F}$ is a mapping from $X \times X$ into $\mathscr{D}$ satisfying the following conditions (we denote $\mathscr{F}(x, y)$ by $F_{x, y}$ ):
(MPM-1) $F_{x, y}(t)=H(t)$ for all $t \in \mathbb{R}$ if and only if $x=y$;
(MPM-2) $F_{x, y}(t)=F_{y, x}(t)$ for all $t \in \mathbb{R}$;
(MPM-3) $F_{x, y}(t+s) \geq \Delta\left(F_{x, z}(t), F_{z, y}(s)\right)$ for all $x, y, z \in X$ and $t, s \geq 0$.
Remark 1.1.([4]) If $\sup _{0<t<1} \Delta(t, t)=1$, then $(X, \mathscr{F}, \Delta)$ is a Hausdorff topological space in the
$(\epsilon, \lambda)$-topology $\mathscr{T}$, i.e., the family of sets $\left\{U_{x}(\epsilon, \lambda): \epsilon>0, \lambda \in(0,1]\right\}(x \in X)$ is a basis of neighborhoods of a point $x$ for $\mathscr{T}$, where $\left.U_{x}(\epsilon, \lambda)=\left\{y \in X: F_{x, y}(\epsilon)>1-\lambda\right)\right\}$.

By virtue of the topology $\mathscr{T}$, a sequence $\left\{x_{n}\right\}$ is said to be $\mathscr{T}$-convergent to $x \in X$ (we write $\left.x_{n} \xrightarrow{\mathscr{T}} x(n \rightarrow \infty)\right)$ if for any given $\epsilon>0$ and $\lambda \in(0,1]$, there exists a positive integer $N=N(\epsilon, \lambda)$ such that $F_{x_{n}, x}(\epsilon)>1-\lambda$ whenever $n \geq N$, which is equivalent to $\lim _{n \rightarrow \infty} F_{x_{n}, x}(t)=1$ for all $t>0 ;\left\{x_{n}\right\}$ is called a $\mathscr{T}$-Cauchy sequence in $(X, \mathscr{F}, \Delta)$ if for any given $\epsilon>0$ and $\lambda \in(0,1]$, there exists a positive integer $N=N(\epsilon, \lambda)$ such that $F_{x_{n}, x_{m}}(\epsilon)>1-\lambda$ whenever $n, m \geq N$; $(X, \mathscr{F}, \Delta)$ is said to be $\mathscr{T}$-complete if each $\mathscr{T}$-Cauchy sequence in $X$ is $\mathscr{T}$-convergent in $X$. It is worth noting that in a Menger PM-space, $\lim _{n \rightarrow \infty} x_{n}=x$ implies that $x_{n} \xrightarrow{\mathscr{T}} x(n \rightarrow \infty)$.
Remark 1.2.([4]) Let $(X, d)$ be a metric space and $\mathscr{F}: X \times X \rightarrow \mathscr{D}$ be defined by

$$
\begin{equation*}
\mathscr{F}(x, y)(t)=F_{x, y}(t)=H(t-d(x, y)), \forall x, y \in X \text { and } t>0 . \tag{2}
\end{equation*}
$$

Then $\left(X, \mathscr{F}, \Delta_{\text {min }}\right)$ is a $\mathscr{T}$-complete Menger PM-space induced by $(X, d)$.
We next recall the definition of $F$-regularity and $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stability.
Definition 1.3.([30]) Let $(X, \mathscr{F}, \Delta)$ be a Menger PM-space and $\preceq$ be partial order on $X$. $\preceq$ is called $F$-regular, if for any sequences $\left\{a_{n}\right\},\left\{b_{n}\right\} \subset X$, we have

$$
\lim _{n \rightarrow \infty} F_{a_{n}, a}(t)=\lim _{n \rightarrow \infty} F_{b_{n}, b}(t)=1 \text { and } a_{n} \preceq b_{n} \text { for all } n \in \mathbb{N} \text { and } t>0 \Longrightarrow a \preceq b,
$$

where $(a, b) \in X \times X$.
Definition 1.4.([11]) Let $X$ be a nonempty set endowed with two partial orders $\preceq_{1}$ and $\preceq_{2}$. Let $T, A, B, C, D: X \rightarrow X$ be five self-mappings. The mapping $T$ is called $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$ stable, if the following condition is satisfied:

$$
x \in X, A x \preceq_{1} B x \Longrightarrow C T x \preceq_{2} D T x .
$$

The concept of an $\alpha$-admissible mapping with respect to $\eta$ on a Menger PM-space has been proposed in [27] as follows.
Definition 1.5.([27]) Let $T$ be a self-mapping on a Menger PM-space ( $X, \mathscr{F}, \Delta$ ) and $\alpha, \eta$ : $X \times X \times(0,+\infty) \rightarrow(0,+\infty)$ be two functions. $T$ is called an $\alpha$-admissible mapping with respect to $\eta$, if for all $t>0$, we have

$$
\alpha(x, y, t) \leq \eta(x, y, t) \Longrightarrow \alpha(T x, T y, t) \leq \eta(T x, T y, t), x, y \in X
$$

Remark 1.3. $([27]) T$ is called an $\alpha$-admissible mapping, if $\eta(x, y, t) \equiv 1$. In this case, it coincides with Definition 3.2 in [8]. $T$ is called an $\eta$-subadmissible mapping, if $\alpha(x, y, t) \equiv 1$. In this case, it coincides with Definition 2.2 in [8].

We can further give the notion of a triangular $\alpha$-admissible mapping with respect to $\eta$ on a Menger PM-space in the following way.
Definition 1.6. Let $T$ be a self-mapping on a Menger PM-space ( $X, \mathscr{F}, \Delta$ ) and $\alpha, \eta: X \times$ $X \times(0,+\infty) \rightarrow(0,+\infty)$ be two functions. $T$ is called a triangular $\alpha$-admissible mapping with respect to $\eta$, if it is an $\alpha$-admissible mapping with respect to $\eta$, and
$\alpha(x, y, t) \leq \eta(x, y, t)$ and $\alpha(y, z, t) \leq \eta(y, z, t) \Longrightarrow \alpha(x, z, t) \leq \eta(x, z, t), x, y, z \in X$.
Now, we introduce some new definitions that will be used in the next section. These concepts are generalized from a metric space to the setting of a Menger PM-space.
Definition 1.7. Let $(X, \mathscr{F}, \Delta)$ be a Menger PM-space and $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow(0,+\infty)$
be two functions. A sequence $\left\{x_{n}\right\}$ is called $\alpha$-regular with respect to $\eta$ if the following conditions is satisfied: if $\left\{x_{n}\right\}$ satisfies that $\alpha\left(x_{n}, x_{n+1}, t\right) \leq \eta\left(x_{n}, x_{n+1}, t\right)$ for all $n \in \mathbb{N}$ and $t>0$ with $x_{n} \xrightarrow{\mathscr{T}} x \in X(n \rightarrow \infty)$, there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ such that $\alpha\left(x_{n_{k}}, x, t\right) \leq$ $\eta\left(x_{n_{k}}, x, t\right)$ for all $k \in \mathbb{N}$ and $t>0$.
Definition 1.8. A partially ordered Menger PM-space $(X, \mathscr{F}, \Delta, \preceq)$ is called regular if for every nondecreasing sequence $\left\{x_{n}\right\} \subset X$ such that $x_{n} \xrightarrow{\mathscr{T}} x \in X(n \rightarrow \infty)$, there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{k}} \preceq x$ for all $k$.
Definition 1.9.([1]) Let $(X, \preceq)$ be an ordered space. A sequence $\left\{x_{n}\right\}$ is called a comparable sequence, if

$$
\left(x_{n} \preceq x_{n+k} \text { for all } n, k\right) \text { or }\left(x_{n+k} \preceq x_{n} \text { for all } n, k\right) \text {. }
$$

Definition 1.10. A partially ordered Menger PM-space ( $X, \mathscr{F}, \Delta, \preceq$ ) is said to be comparable $\mathscr{T}$-complete if every $\mathscr{T}$-Cauchy comparable sequence is $\mathscr{T}$-convergent in $X$.

It is claimed in [1]that every complete metric space is comparable complete and that the converse is not true by giving an example. It is also easy to see that every $\mathscr{T}$-complete Menger PM-space is comparable $\mathscr{T}$-complete but the converse is not true.
Definition 1.11. Let $(X, \mathscr{F}, \Delta, \preceq)$ be a partially ordered Menger PM-space. A mapping $f: X \rightarrow X$ is said to be comparable $\mathscr{T}$-continuous in $a \in X$, if for each comparable sequence $\left\{a_{n}\right\}$ in $X$ with $a_{n} \xrightarrow{\mathscr{T}} a(n \rightarrow \infty)$, we have $f\left(a_{n}\right) \xrightarrow{\mathscr{T}} f(a)(n \rightarrow \infty) . f$ is comparable $\mathscr{T}$ continuous on $X$ if $f$ is comparable $\mathscr{T}$-continuous in each $a \in X$.
Definition 1.12.([1]) Let $(X, \preceq)$ be a partially ordered space and $T: X \rightarrow X$ be a mapping. $x_{0} \in X$ is said to be $T$-comparable if for all $n \in \mathbb{N}, x_{0}$ and $T^{n} x_{0}$ are comparable. We denote

$$
\mathfrak{T}_{T}=\left\{x_{0} \in X:\left(x_{0} \preceq T^{n} x_{0} \text { for all } n \in \mathbb{N}\right) \text { or }\left(T^{n} x_{0} \preceq x_{0} \text { for all } n \in \mathbb{N}\right)\right\}
$$

Definition 1.13.([1]) Let ( $X, \preceq$ ) be a partially ordered space. A mapping $T: X \rightarrow X$ is said to be $\preceq$-preserving, if $x \preceq y$ implies $T x \preceq T y$.
Proposition 1.1.([1]) Let ( $X, \preceq$ ) be a partially ordered space and $T: X \rightarrow X$ be $\preceq$-preserving. Let $\left\{x_{n}\right\}$ be a Picard iterative sequence with initial point $x_{0} \in \mathfrak{T}_{T}$, i.e., $x_{n}=T^{n}\left(x_{0}\right)$. Then $\left\{x_{n}\right\}$ is a comparable sequence.

Denote by $\Phi$ the set of functions $\varphi:(0,1] \rightarrow[0,+\infty)$ satisfying the following conditions:
$\left(\Phi_{1}\right) \varphi$ is continuous and nonincreasing;
$\left(\Phi_{2}\right) \varphi(x)=0$ if and only if $x=1$.
Denote by $\mathcal{H}(X)$ the class of mappings $h: X \times X \times(0,+\infty) \rightarrow[0,1)$ satisfying the following condition:

$$
\lim _{n \rightarrow \infty} h\left(x_{n}, y_{n}, t\right)=1 \text { for all } t>0 \Longrightarrow \lim _{n \rightarrow \infty} F_{x_{n}, y_{n}}(t)=1 \text { for all } t>0
$$

for all sequences $\left\{x_{n}\right\},\left\{y_{n}\right\}$ in $X$ such that the sequence $\left\{F_{x_{n}, y_{n}}(t)\right\}$ is increasing and convergent for each $t>0$.

## §2 Main Results

We are now ready to prove our main results.

Theorem 2.1. Let $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ be a comparable $\mathscr{T}$-complete Menger PM-space and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $T, A, B, C, D: X \rightarrow X$ be self-mappings and $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow(0,+\infty)$ be two functions. Suppose that the following conditions are satisfied:
(i) $\preceq_{i}$ is $F$-regular $(i=1,2)$, and $T$ is $\preceq$-preserving and $\alpha$-admissible with respect to $\eta$;
(ii) $A, B$ and $T$ are comparable $\mathscr{T}$-continuous or $C, D$ and $T$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in \mathfrak{T}_{T}$, such that $A x_{0} \preceq_{1} B x_{0}, C x_{0} \preceq_{2} D x_{0}$ and $\alpha\left(x_{0}, T x_{0}, t\right) \leq$ $\eta\left(x_{0}, T x_{0}, t\right)$ for all $t>0 ;$
(iv) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and ( $\left.C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(v) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $x, y \in X$,
$A x \preceq_{1} B x, C y \preceq_{2} D y \Longrightarrow \eta(x, y, t) \varphi\left(F_{T x, T y}(t)\right) \leq \alpha(x, y, t) h(x, y, t) \varphi\left(M_{x, y}(t)\right)$ for all $t>0$,
where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in X$, which is a solution to (1).
Proof. Without loss of generality, we can assume that $A, B$ and $T$ are comparable $\mathscr{T}$-continuous for assumption (ii).

Step 1. By assumption (iii), there exists $x_{0} \in \mathfrak{T}_{T}$ such that

$$
A x_{0} \preceq_{1} B x_{0} \text { and } \alpha\left(x_{0}, T x_{0}, t\right) \leq \eta\left(x_{0}, T x_{0}, t\right) \text { for all } t>0 .
$$

Define the sequence $\left\{x_{n}\right\}$ by $x_{n}=T x_{n-1}$ for all $n \in \mathbb{N}$. It follows from Proposition 1.1 that $\left\{x_{n}\right\}$ is a comparable sequence. If $x_{n_{0}}=x_{n_{0}+1}$ for some $n_{0} \in \mathbb{N}$, then $x_{n_{0}}$ is a fixed point of $T$. Now, suppose that $x_{n} \neq x_{n+1}$ for $n \in \mathbb{N} \cup\{0\}$. By assumption (iv), we have $C T x_{0} \preceq_{2} D T x_{0}$, that is, $C x_{1} \preceq_{2} D x_{1}$. By assumption (iv), we have $A T x_{1} \preceq_{1} B T x_{1}$, that is, $A x_{2} \preceq_{1} B x_{2}$. Again, by assumption (iv), we obtain $C T x_{2} \preceq_{2} D T x_{2}$, that is, $C x_{3} \preceq_{2} D x_{3}$. Continuing this process, we obtain

$$
A x_{2 n} \preceq_{1} B x_{2 n} \text { and } C x_{2 n+1} \preceq_{2} D x_{2 n+1}, n=0,1,2, \cdots
$$

From $C x_{0} \preceq_{1} D x_{0}$ and condition (iv), we can similarly obtain

$$
C x_{2 n} \preceq_{1} D x_{2 n} \text { and } A x_{2 n+1} \preceq_{2} B x_{2 n+1}, n=0,1,2, \cdots
$$

Thus we have

$$
\begin{equation*}
A x_{n} \preceq_{1} B x_{n} \text { and } C x_{n} \preceq_{2} D x_{n}, n=0,1,2, \cdots \tag{3}
\end{equation*}
$$

Since $T$ is $\alpha$-admissible with respect to $\eta$, by (iii), we have

$$
\alpha\left(x_{0}, x_{1}, t\right) \leq \eta\left(x_{0}, x_{1}, t\right), \forall t>0 \Longrightarrow \alpha\left(T x_{0}, T x_{1}, t\right) \leq \eta\left(T x_{0}, T x_{1}, t\right) \text { for all } t>0
$$

Inductively, we obtain

$$
\begin{equation*}
\alpha\left(x_{n-1}, x_{n}, t\right) \leq \eta\left(x_{n-1}, x_{n}, t\right) \text { for all } n \in \mathbb{N} \text { and } t>0 \tag{4}
\end{equation*}
$$

By (3), (4) and (v), it holds for all $n \in \mathbb{N}$ and $t>0$ that

$$
\begin{equation*}
\varphi\left(F_{x_{n}, x_{n+1}}(t)\right) \leq h\left(x_{n-1}, x_{n}, t\right) \varphi\left(M_{x_{n-1}, x_{n}}(t)\right)<\varphi\left(M_{x_{n-1}, x_{n}}(t)\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{x_{n-1}, x_{n}}(t) & =\min \left\{F_{x_{n-1}, x_{n}}(t),\left[F_{x_{n-1}, T x_{n-1}} \oplus F_{x_{n}, T x_{n}}\right](2 t),\left[F_{x_{n-1}, T x_{n}} \oplus F_{x_{n}, T x_{n-1}}\right](2 t)\right\} \\
& =\min \left\{F_{x_{n-1}, x_{n}}(t),\left[F_{x_{n-1}, x_{n}} \oplus F_{x_{n}, x_{n+1}}\right](2 t),\left[F_{x_{n-1}, x_{n+1}} \oplus F_{x_{n}, x_{n}}\right](2 t)\right\} .
\end{aligned}
$$

Note that for all $n \in \mathbb{N}$ and $t>0$, for any $\delta \in(0,2 t)$, we have

$$
\begin{aligned}
{\left[F_{x_{n-1}, x_{n+1}} \oplus F_{x_{n}, x_{n}}\right](2 t) } & \geq \min \left\{F_{x_{n-1}, x_{n+1}}(2 t-\delta), F_{x_{n}, x_{n}}(\delta)\right\} \\
& =\min \left\{F_{x_{n-1}, x_{n+1}}(2 t-\delta), 1\right\}
\end{aligned}
$$

Letting $\delta \rightarrow 0$, by the left-continuity of the distribution function, we obtain

$$
\left[F_{x_{n-1}, x_{n+1}} \oplus F_{x_{n}, x_{n}}\right](2 t) \geq F_{x_{n-1}, x_{n+1}}(2 t) \text { for all } n \in \mathbb{N} \text { and } t>0
$$

For all $n \in \mathbb{N}$ and $t>0$, for each $t_{1}, t_{2} \in(0,2 t)$ with $t_{1}+t_{2}=2 t$, we have

$$
F_{x_{n-1}, x_{n+1}}(2 t) \geq \Delta_{\min }\left(F_{x_{n-1}, x_{n}}\left(t_{1}\right), F_{x_{n}, x_{n+1}}\left(t_{2}\right)\right)=\min \left\{F_{x_{n-1}, x_{n}}\left(t_{1}\right), F_{x_{n}, x_{n+1}}\left(t_{2}\right)\right\}
$$

and thus we obtain

$$
F_{x_{n-1}, x_{n+1}}(2 t) \geq\left[F_{x_{n-1}, x_{n}} \oplus F_{x_{n}, x_{n+1}}\right](2 t) \text { for all } n \in \mathbb{N} \text { and } t>0
$$

Therefore, it holds for all $n \in \mathbb{N}$ and $t>0$ that

$$
\begin{aligned}
M_{x_{n-1}, x_{n}}(t) & =\min \left\{F_{x_{n-1}, x_{n}}(t),\left[F_{x_{n-1}, T x_{n-1}} \oplus F_{x_{n}, T x_{n}}\right](2 t)\right\} \\
& \geq \min \left\{F_{x_{n-1}, x_{n}}(t), F_{x_{n}, x_{n+1}}(t)\right\} .
\end{aligned}
$$

If $\min \left\{F_{x_{n-1}, x_{n}}(t), F_{x_{n}, x_{n+1}}(t)\right\}=F_{x_{n}, x_{n+1}}(t)$, then

$$
\varphi\left(F_{x_{n}, x_{n+1}}(t)\right)<\varphi\left(M_{x_{n-1}, x_{n}}(t)\right) \leq \varphi\left(F_{x_{n}, x_{n+1}}(t)\right) \text { for all } n \in \mathbb{N} \text { and } t>0
$$

which is a contradiction. Thus, we conclude that $\min \left\{F_{x_{n-1}, x_{n}}(t), F_{x_{n}, x_{n+1}}(t)\right\}=F_{x_{n-1}, x_{n}}(t)$, and thus by (5), we obtain

$$
\varphi\left(F_{x_{n}, x_{n+1}}(t)\right)<\varphi\left(F_{x_{n-1}, x_{n}}(t)\right) \text { for all } n \in \mathbb{N} \text { and } t>0 .
$$

By the monotonicity of $\varphi$, we have

$$
F_{x_{n}, x_{n+1}}(t) \geq F_{x_{n-1}, x_{n}}(t) \text { for all } n \in \mathbb{N} \text { and } t>0 .
$$

Thus, $\left\{F_{x_{n+1}, x_{n}}(t)\right\}$ is an increasing sequence of positive numbers for each $t>0$. Therefore, there exists some $r(t) \in[0,1]$, such that

$$
\lim _{n \rightarrow \infty} F_{x_{n+1}, x_{n}}(t)=r(t) \text { for all } t>0 .
$$

Suppose that there exists $t_{0}>0$ such that $r\left(t_{0}\right)<1$. Then by (5), we have

$$
\frac{\varphi\left(F_{x_{n}, x_{n+1}}\left(t_{0}\right)\right)}{\varphi\left(F_{x_{n-1}, x_{n}}\left(t_{0}\right)\right)} \geq h\left(x_{n-1}, x_{n}, t_{0}\right)
$$

which implies that

$$
\lim _{n \rightarrow \infty} h\left(x_{n-1}, x_{n}, t_{0}\right)=1
$$

Noting that $h \in \mathcal{H}(X)$, we thus obtain

$$
\lim _{n \rightarrow \infty} F_{x_{n+1}, x_{n}}\left(t_{0}\right)=r\left(t_{0}\right)=1
$$

which is a contradiction. Therefore, we have $r(t)=1$ for all $t>0$, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F_{x_{n+1}, x_{n}}(t)=1 \text { for all } t>0 \tag{6}
\end{equation*}
$$

Step 2. We now show that $\left\{x_{n}\right\}$ is a $\mathscr{T}$-Cauchy comparable sequence in $(X, \mathscr{F}, \Delta, \preceq)$. Suppose that this is not true. Then there exists $\epsilon_{0}>0$ and $\lambda_{0} \in(0,1]$, for which we can find two sequences of positive integers $\left\{m_{k}\right\}$ and $\left\{n_{k}\right\}$, such that for all positive integers $k$, we have

$$
\begin{equation*}
n_{k}>m_{k}>k, \quad F_{x_{m_{k}}, x_{n_{k}}}\left(\epsilon_{0}\right) \leq 1-\lambda_{0}, \quad F_{x_{m_{k}}, x_{n_{k}-1}}\left(\epsilon_{0}\right)>1-\lambda_{0} \tag{7}
\end{equation*}
$$

For any $\delta \in\left(0, \epsilon_{0}\right)$, we have

$$
F_{x_{m_{k}}, x_{n_{k}}}\left(\epsilon_{0}\right) \geq \Delta\left(F_{x_{m_{k}}, x_{n_{k}-1}}\left(\epsilon_{0}-\delta\right), F_{x_{n_{k}-1}, x_{n_{k}}}(\delta)\right) .
$$

Letting $k \rightarrow \infty$, by (6), we have

$$
\liminf _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}}}\left(\epsilon_{0}\right) \geq \Delta\left(\liminf _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}-1}}\left(\epsilon_{0}-\delta\right), 1\right)=\liminf _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}-1}}\left(\epsilon_{0}-\delta\right) .
$$

Letting $\delta \rightarrow 0$, by the left-continuity of the distribution function and (7), we obtain

$$
\liminf _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}}}\left(\epsilon_{0}\right) \geq \liminf _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}-1}}\left(\epsilon_{0}\right) \geq 1-\lambda_{0} .
$$

On the other hand, it can be seen easily from (7) that

$$
\limsup _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}}}\left(\epsilon_{0}\right) \leq 1-\lambda_{0}
$$

So we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} F_{x_{m_{k}}, x_{n_{k}}}\left(\epsilon_{0}\right)=1-\lambda_{0} . \tag{8}
\end{equation*}
$$

Similar arguments show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} F_{x_{n_{k}+1}, x_{m_{k}}}\left(\epsilon_{0}\right)=\lim _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-1}}\left(\epsilon_{0}\right)=\lim _{k \rightarrow \infty} F_{x_{n_{k}+1}, x_{m_{k}+1}}\left(\epsilon_{0}\right)=1-\lambda_{0} . \tag{9}
\end{equation*}
$$

Note that for all $k \in \mathbb{N}$, there exists a positive integer $i_{k} \in\{0,1\}$ such that

$$
n_{k}-m_{k}+i_{k} \equiv 1(2)
$$

By (3), for all $k>1$, we have

$$
A x_{n_{k}} \preceq_{1} B x_{n_{k}} \text { and } C x_{m_{k}-i_{k}} \preceq_{2} D x_{m_{k}-i_{k}}
$$

or

$$
A x_{m_{k}-i_{k}} \preceq_{1} B x_{m_{k}-i_{k}} \text { and } C x_{n_{k}} \preceq_{2} D x_{n_{k}}
$$

By (vi), for $k \in \mathbb{N}$, we have

$$
\begin{equation*}
\varphi\left(F_{x_{n_{k}+1}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right)\right) \leq h\left(x_{n_{k}}, x_{m_{k}-i_{k}}, \epsilon_{0}\right) \varphi\left(M_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right)\right), \tag{10}
\end{equation*}
$$

where

$$
\begin{gathered}
M_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right)=\min \left\{F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right), F_{x_{n_{k}}, T x_{n_{k}}}\left(\epsilon_{0}\right), F_{x_{m_{k}-i_{k}}, T x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right),\right. \\
=\min \left\{F_{x_{n_{k}}, T x_{m_{k}-i_{k}}} \oplus F_{x_{x_{m_{k}-i_{k}}, x_{m_{k}-i_{k}}}, T x_{n_{k}}}\right]\left(\epsilon_{0}\right), F_{x_{x_{k}}, x_{n_{k}+1}}\left(\epsilon_{0}\right), F_{x_{m_{k}-i_{k}}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right), \\
\left.\left[F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}} \oplus F_{x_{m_{k}-i_{k}}, x_{n_{k}+1}}\right]\left(2 \epsilon_{0}\right)\right\} .
\end{gathered}
$$

Note that

$$
\begin{equation*}
\left[F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}} \oplus F_{x_{m_{k}-i_{k}}, x_{n_{k}+1}}\right]\left(2 \epsilon_{0}\right) \geq \min \left\{F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right), F_{x_{m_{k}-i_{k}}, x_{n_{k}+1}}\left(\epsilon_{0}\right)\right\} . \tag{11}
\end{equation*}
$$

For any $\delta \in\left(0, \epsilon_{0}\right)$, we have

$$
F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right) \geq \Delta\left(F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}-\delta\right), F_{x_{m_{k}-i_{k}}, x_{m_{k}-i_{k}+1}}(\delta)\right) .
$$

It follows from (6) that

$$
\liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right) \geq \liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}-\delta\right)
$$

Letting $\delta \rightarrow 0$, by the left-continuity of the distribution function, we obtain

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right) \geq \liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right) . \tag{12}
\end{equation*}
$$

Similarly, we can prove that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} F_{x_{m_{k}-i_{k}}, x_{n_{k}+1}}\left(\epsilon_{0}\right) \geq \liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right) . \tag{13}
\end{equation*}
$$

Combining (11), (12) and (13), we obtain

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left[F_{x_{n_{k}}, x_{m_{k}-i_{k}+1}} \oplus F_{x_{m_{k}-i_{k}}, x_{n_{k}+1}}\right]\left(2 \epsilon_{0}\right) \geq \liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right) \tag{14}
\end{equation*}
$$

And thus

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} M_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right) \geq \liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right) . \tag{15}
\end{equation*}
$$

It follows from (10) and (15) that

$$
\varphi\left(\liminf _{k \rightarrow \infty} F_{x_{n_{k}+1}, x_{m_{k}-i_{k}+1}}\left(\epsilon_{0}\right)\right) \leq \liminf _{k \rightarrow \infty} h\left(x_{n_{k}}, x_{m_{k}-i_{k}}, \epsilon_{0}\right) \varphi\left(\liminf _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right)\right),
$$

which by (9) and the continuity of $\varphi$ implies that

$$
\liminf _{k \rightarrow \infty} h\left(x_{n_{k}}, x_{m_{k}-i_{k}}, \epsilon_{0}\right) \geq 1
$$

Noting that $\limsup _{k \rightarrow \infty} h\left(x_{n_{k}}, x_{m_{k}-i_{k}}, \epsilon_{0}\right) \leq 1$ holds, we obtain

$$
\lim _{k \rightarrow \infty} h\left(x_{n_{k}}, x_{m_{k}-i_{k}}, \epsilon_{0}\right)=1,
$$

which yields that

$$
\lim _{k \rightarrow \infty} F_{x_{n_{k}}, x_{m_{k}-i_{k}}}\left(\epsilon_{0}\right)=1 .
$$

This is in contradiction to (8) or (9). Therefore, $\left\{x_{n}\right\}$ is a $\mathscr{T}$-Cauchy comparable sequence in $(X, \mathscr{F}, \Delta, \preceq)$.

Step 3. Since $(X, \mathscr{F}, \Delta, \preceq)$ is comparable $\mathscr{T}$-complete, from Step 2, we know that there exists $x^{*} \in X$ such that $x_{n} \xrightarrow{\mathscr{B}} x^{*}(n \rightarrow \infty)$. Since $T$ is comparable $\mathscr{T}$-continuous, we get $x_{n+1}=T x_{n} \xrightarrow{\mathscr{T}} T x^{*}(n \rightarrow \infty)$. So we obtain

$$
\begin{equation*}
T x^{*}=x^{*} . \tag{16}
\end{equation*}
$$

Since $A$ and $B$ are comparable $\mathscr{T}$-continuous and $\left\{x_{2 n}\right\}$ is a comparable sequence, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F_{A x_{2 n}, A x^{*}}(t)=\lim _{n \rightarrow \infty} F_{B x_{2 n}, B x^{*}}(t)=1 \text { for all } t>0 . \tag{17}
\end{equation*}
$$

Noting that $\preceq_{1}$ is $F$-regular, it follows from (3) and (17) that

$$
\begin{equation*}
A x^{*} \preceq_{1} B x^{*} . \tag{18}
\end{equation*}
$$

By assumption (iv) and (18), we obtain

$$
C T x^{*} \preceq_{2} D T x^{*},
$$

which implies that

$$
\begin{equation*}
C x^{*} \preceq_{2} D x^{*} . \tag{19}
\end{equation*}
$$

Combining (16), (18) and (19), we conclude that $x^{*}$ is a solution to problem (1). We can similarly prove the theorem by alternatively assuming that $C, D$ and $T$ are comparable $\mathscr{T}$ continuous. This completes the proof.

The next result removes the $\mathscr{T}$-continuity assumption of the mapping $T$ in Theorem 2.1 by utilizing $\alpha$-regularity with respect to $\eta$ assumption of a sequence.
Theorem 2.2. Let $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ be a comparable $\mathscr{T}$-complete Menger PM-space and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $T, A, B, C, D: X \rightarrow X$ be self-mappings and $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow(0,+\infty)$ be two functions. Suppose that the following conditions are
satisfied:
(i) $\preceq_{i}$ is $F$-regular $(i=1,2)$, and $T$ is $\preceq$-preserving and $\alpha$-admissible with respect to $\eta$;
(ii) $A$ and $B$ are comparable $\mathscr{T}$-continuous or $C$ and $D$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in \mathfrak{T}_{T}$, such that $A x_{0} \preceq_{1} B x_{0}, C x_{0} \preceq_{2} D x_{0}$ and $\alpha\left(x_{0}, T x_{0}, t\right)$
$\leq \eta\left(x_{0}, T x_{0}, t\right)$ for all $t>0$;
(iv) the sequence $\left\{T^{2 n} x_{0}\right\}$ is $\alpha$-regular with respect to $\eta$;
(v) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and ( $\left.C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(vi) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $x, y \in X$,

$$
A x \preceq_{1} B x, C y \preceq_{2} D y \Longrightarrow \eta(x, y, t) \varphi\left(F_{T x, T y}(t)\right) \leq \alpha(x, y, t) h(x, y, t) \varphi\left(M_{x, y}(t)\right), \forall t>0
$$

where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in X$, which is a solution to (1).
Proof. Without loss of generality, we assume that $A, B$ are comparable $\mathscr{T}$-continuous. The proof for the case that $C, D$ are comparable $\mathscr{T}$-continuous is similar.

By assumption (iii), there exists $x_{0} \in \mathfrak{T}_{T}$ such that

$$
A x_{0} \preceq_{1} B x_{0} \text { and } \alpha\left(x_{0}, T x_{0}, t\right) \leq \eta\left(x_{0}, T x_{0}, t\right) \text { for all } t>0 .
$$

Define the sequence $\left\{x_{n}\right\}$ by $x_{n}=T x_{n-1}$ for all $n \in \mathbb{N}$. Following the same arguments in Theorem 2.1, we can prove that

$$
\begin{equation*}
A x_{2 n} \preceq_{1} B x_{2 n} \text { and } C x_{2 n+1} \preceq_{2} D x_{2 n+1}, n=0,1,2, \cdots . \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha\left(x_{n-1}, x_{n}, t\right) \leq \eta\left(x_{n-1}, x_{n}, t\right) \text { for all } n \in \mathbb{N} \text { and } t>0 \tag{21}
\end{equation*}
$$

Also, we can prove that there exists $x^{*} \in X$ such that $x_{n} \xrightarrow{\mathscr{T}} x^{*}(n \rightarrow \infty)$ and

$$
\begin{equation*}
A x^{*} \preceq_{1} B x^{*} . \tag{22}
\end{equation*}
$$

Now, we prove that $T x^{*}=x^{*}$. Suppose this is not true, that is, $T x^{*} \neq x^{*}$. Then we claim that there exists $t_{0}>0$, such that

$$
\begin{equation*}
F_{x^{*}, T x^{*}}\left(2 t_{0}\right)>F_{x^{*}, T x^{*}}\left(t_{0}\right) \tag{23}
\end{equation*}
$$

In fact, if (23) is not true, then for all $t>0$, we have

$$
F_{x^{*}, T x^{*}}(t)=F_{x^{*}, T x^{*}}(2 t)=\cdots=F_{x^{*}, T x^{*}}\left(2^{n} t\right) \rightarrow 1(n \rightarrow \infty)
$$

This implies that $F_{x^{*}, T x^{*}}(t)=1, \forall t>0$, which is in contradiction to $T x^{*} \neq x^{*}$, and thus (23) holds.

Without loss of generality, we can assume that $t_{0}$ is a continuous point of $F_{x^{*}, T x^{*}}(\cdot)$. In fact, since the distribution function is left-continuous, by (23), there exists $\theta>0$, such that

$$
F_{x^{*}, T x^{*}}(2 t)>F_{x^{*}, T x^{*}}(t) \forall t \in\left(t_{0}-\theta, t_{0}\right] .
$$

Since the distribution function is nondecreasing, the discontinuous points are at most a countable set. Thus, when $t_{0}$ is not a continuous point of $F_{x^{*}, T x^{*}}(\cdot)$, we can always choose a point $t_{1}$ in $\left(t_{0}-\delta, t_{0}\right]$ to replace $t_{0}$.

Since $\left\{x_{2 n}\right\}$ is $\alpha$-regular with respect to $\eta$, by (21), there exists a subsequence $\left\{x_{2 n_{k}}\right\}$ such that

$$
\begin{equation*}
\alpha\left(x_{2 n_{k}}, x^{*}, t\right) \leq \eta\left(x_{2 n_{k}}, x^{*}, t\right) \text { for all } k \in \mathbb{N} \text { and } t>0 . \tag{24}
\end{equation*}
$$

By (20), (22), (23) and (vi), it holds for all $k \in \mathbb{N}$ that

$$
\begin{equation*}
\varphi\left(F_{x_{2 n_{k}+1}, T x^{*}}\left(t_{0}\right)\right)=\varphi\left(F_{T x_{2 n_{k}}}, T x^{*}\left(t_{0}\right)\right) \leq h\left(x_{2 n_{k}}, x^{*}, t\right) \varphi\left(M_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right)\right), \tag{25}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right) & =\min \left\{F_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right),\left[F_{x_{2 n_{k}}, T x_{2 n_{k}}} \oplus F_{x^{*}, T x^{*}}\right]\left(2 t_{0}\right),\left[F_{x_{2 n_{k}}, T x^{*}} \oplus F_{x^{*}, T x_{2 n_{k}}}\right]\left(2 t_{0}\right)\right\} \\
& =\min \left\{F_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right),\left[F_{x_{2 n_{k}}, x_{2 n_{k}+1}} \oplus F_{x^{*}, T x^{*}}\right]\left(2 t_{0}\right),\left[F_{x_{2 n_{k}}, T x^{*}} \oplus F_{x^{*}, x_{2 n_{k}+1}}\right]\left(2 t_{0}\right)\right\}
\end{aligned}
$$

Note that for any $\delta \in\left(0,2 t_{0}\right)$, we have

$$
\left[F_{x_{2 n_{k}}, T x^{*}} \oplus F_{x^{*}, x_{2 n_{k}+1}}\right]\left(2 t_{0}\right) \geq \min \left\{F_{x_{2 n_{k}}, T x^{*}}\left(2 t_{0}-\delta\right), F_{x^{*}, x_{2 n_{k}+1}}(\delta)\right\} \text { for all } k \in \mathbb{N} .
$$

Since $x_{n} \xrightarrow{\mathscr{T}} x^{*}(n \rightarrow \infty)$, we get

$$
\liminf _{k \rightarrow \infty}\left[F_{x_{2 n_{k}}, T x^{*}} \oplus F_{x^{*}, x_{2 n_{k}+1}}\right]\left(2 t_{0}\right) \geq F_{x^{*}, T x^{*}}\left(2 t_{0}\right)
$$

Similarly, we have

$$
\liminf _{k \rightarrow \infty}\left[F_{x_{2 n_{k}}, x_{2 n_{k}+1}} \oplus F_{x^{*}, T x^{*}}\right]\left(2 t_{0}\right) \geq F_{x^{*}, T x^{*}}\left(2 t_{0}\right)
$$

Therefore, we obtain

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} M_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right) \geq F_{x^{*}, T x^{*}}\left(2 t_{0}\right) \tag{26}
\end{equation*}
$$

It follows from (25) that

$$
\varphi\left(F_{x_{2 n_{k}+1}, T x^{*}}\left(t_{0}\right)\right)<\varphi\left(M_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right)\right) \text { for all } k \in \mathbb{N}
$$

which by the monotonicity of $\varphi$ implies that

$$
\begin{equation*}
\left.F_{x_{2 n_{k}+1}, T x^{*}}\left(t_{0}\right)\right) \geq M_{x_{2 n_{k}}, x^{*}}\left(t_{0}\right) \text { for all } k \in \mathbb{N} \tag{27}
\end{equation*}
$$

Since $x_{n} \xrightarrow{\mathscr{T}} x^{*}(n \rightarrow \infty)$, and $t_{0}$ is a continuous point of $F_{x^{*}, T x^{*}}(\cdot)$, combining (26) and (27) yields that $F_{x^{*}, T x^{*}}\left(t_{0}\right) \geq F_{x^{*}, T x^{*}}\left(2 t_{0}\right)$, which is in contradiction with (23). Therefore, we proved that

$$
\begin{equation*}
T x^{*}=x^{*} . \tag{28}
\end{equation*}
$$

Since $T$ is ( $A, B, C, D, \preceq_{1}, \preceq_{2}$ )-stable, by (22), we obtain

$$
C T x^{*} \preceq_{2} D T x^{*},
$$

which implies that

$$
\begin{equation*}
C x^{*} \preceq_{2} D x^{*} . \tag{29}
\end{equation*}
$$

Combining (22), (28) and (29), we thus conclude that $x^{*}$ is a solution to (1).
Next, we discuss the uniqueness of the solution to problem (1). Denote by Fix $(T)$ the set of all fixed points of the mapping $T$. Consider the following assumptions.
$\left(\mathrm{H}_{1}\right)$ For all $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$, such that $A z \preceq_{1} B z, C z \preceq_{2} D z, \alpha(x, z, t) \leq$ $\eta(x, z, t)$ and $\alpha(y, z, t) \leq \eta(y, z, t)$ for all $t>0$.
$\left(\mathrm{H}_{2}\right)$ For all $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$, such that $\alpha(x, z, t) \leq \eta(x, z, t)$ and $\alpha(z, y, t) \leq$ $\eta(z, y, t)$ for all $t>0$.
Theorem 2.3. Suppose that the hypotheses of Theorem 2.1 (resp. Theorem 2.2) remain true. Suppose further that one of the following conditions is satisfied:
(i) assumption $\left(\mathrm{H}_{1}\right)$ holds;
(ii) assumption $\left(\mathrm{H}_{2}\right)$ holds, and $T$ is triangular $\alpha$-admissible with respect to $\eta$.

Then problem (1) has a unique solution $x^{*}$.

Proof. Suppose that $y^{*}$ is another solution to (1), that is,

$$
\begin{equation*}
T y^{*}=y^{*}, A y^{*} \preceq_{1} B y^{*}, C y^{*} \preceq_{2} D y^{*} \tag{30}
\end{equation*}
$$

We next show that $x^{*}=y^{*}$. First, we assume that condition (i) holds. By assumption $\left(\mathrm{H}_{1}\right)$, there exists $z \in X$ such that

$$
\begin{equation*}
A z \preceq_{1} B z, C z \preceq_{2} D z, \alpha\left(x^{*}, z, t\right) \leq \eta\left(x^{*}, z, t\right) \text { and } \alpha\left(y^{*}, z, t\right) \leq \eta\left(y^{*}, z, t\right) \text { for all } t>0 \text {. } \tag{31}
\end{equation*}
$$

Since $T$ is $\alpha$-admissible with respect to $\eta$, from (30), we have
$\alpha\left(x^{*}, T^{n} z, t\right) \leq \eta\left(x^{*}, T^{n} z, t\right)$ and $\alpha\left(y^{*}, T^{n} z, t\right) \leq \eta\left(y^{*}, T^{n} z, t\right)$ for all $n \in \mathbb{N}$ and $t>0$.
Define the sequence $\left\{z_{n}\right\}$ by $z_{n+1}=T z_{n}$ for $n \in \mathbb{N} \cup\{0\}$ with $z_{0}=z$. It follows from $A z \preceq_{1} B z$, $C z \preceq_{2} D z$ and condition (iv) of Theorem 2.1 (or (v) of Theorem 2.2) that $C z_{n} \preceq_{2} D z_{n}$ for all $n \in \mathbb{N} \cup\{0\}$. Noting that $A x^{*} \preceq_{1} B x^{*}$, from (32), it holds for all $n \in \mathbb{N}$ and $t>0$ that

$$
\begin{equation*}
\varphi\left(F_{x^{*}, z_{n+1}}(t)\right) \leq h\left(x^{*}, z_{n}, t\right) \varphi\left(M_{x^{*}, z_{n}}(t)\right)<\varphi\left(M_{x^{*}, z_{n}}(t)\right) \tag{33}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{x^{*}, z_{n}}(t) & =\min \left\{F_{x^{*}, z_{n}}(t),\left[F_{x^{*}, T x^{*}} \oplus F_{z_{n}, T z_{n}}\right](2 t),\left[F_{x^{*}, T z_{n}} \oplus F_{z_{n}, T x^{*}}\right](2 t)\right\} \\
& =\min \left\{F_{x^{*}, z_{n}}(t),\left[F_{x^{*}, x^{*}} \oplus F_{z_{n}, z_{n+1}}\right](2 t),\left[F_{x^{*}, z_{n+1}} \oplus F_{z_{n}, x^{*}}\right](2 t)\right\} .
\end{aligned}
$$

Note that for any $\delta \in(0,2 t)$, we have

$$
\begin{aligned}
{\left[F_{x^{*}, x^{*}} \oplus F_{z_{n}, z_{n+1}}\right](2 t) } & \geq \min \left\{F_{x^{*}, x^{*}}(\delta), F_{z_{n}, z_{n+1}}(2 t-\delta)\right\} \\
& =\min \left\{1, F_{z_{n}, z_{n+1}}(2 t-\delta),\right\}, \text { for all } n \in \mathbb{N} \text { and } t>0
\end{aligned}
$$

Letting $\delta \rightarrow 0$, by the left-continuity of the distribution function, we obtain

$$
\left.\left[F_{x^{*}, x^{*}} \oplus F_{z_{n}, z_{n+1}}\right](2 t) \geq F_{z_{n}, z_{n+1}}(2 t),\right\}, \text { for all } n \in \mathbb{N} \text { and } t>0
$$

For all $n \in \mathbb{N}$ and $t>0$, for each $t_{1}, t_{2} \in(0,2 t)$ with $t_{1}+t_{2}=2 t$, we have

$$
F_{z_{n}, z_{n+1}}(2 t) \geq \Delta_{\min }\left(F_{z_{n}, x^{*}}\left(t_{1}\right), F_{x^{*}, z_{n+1}}\left(t_{2}\right)\right)=\min \left\{F_{z_{n}, x^{*}}\left(t_{1}\right), F_{x^{*}, z_{n+1}}\left(t_{2}\right)\right\},
$$

and thus we obtain

$$
F_{z_{n}, z_{n+1}}(2 t) \geq\left[F_{z_{n}, x^{*}} \oplus F_{x^{*}, z_{n+1}}\right](2 t), \text { for all } n \in \mathbb{N} \text { and } t>0
$$

Therefore, it holds for all $n \in \mathbb{N}$ and $t>0$ that

$$
\begin{aligned}
M_{x^{*}, z_{n}}(t) & =\min \left\{F_{x^{*}, z_{n}}(t),\left[F_{x^{*}, z_{n+1}} \oplus F_{z_{n}, x^{*}}\right](2 t)\right\} \\
& \geq \min \left\{F_{x^{*}, z_{n}}(t), F_{x^{*}, z_{n+1}}(t)\right\} .
\end{aligned}
$$

If $\min \left\{F_{x^{*}, z_{n}}(t), F_{x^{*}, z_{n+1}}(t)\right\}=F_{x^{*}, z_{n+1}}(t)$, then

$$
\varphi\left(F_{x^{*}, z_{n+1}}(t)\right)<\varphi\left(M_{x^{*}, z_{n}}(t)\right) \leq \varphi\left(F_{x^{*}, z_{n+1}}(t)\right)
$$

which is a contradiction. Thus, we conclude that $\min \left\{F_{x^{*}, z_{n}}(t), F_{x^{*}, z_{n+1}}(t)\right\}=F_{x^{*}, z_{n}}(t)$, for all $n \in \mathbb{N}$ and $t>0$, and thus by (33), we obtain

$$
\varphi\left(F_{x^{*}, z_{n+1}}(t)\right)<\varphi\left(F_{x^{*}, z_{n}}(t)\right), \text { for all } n \in \mathbb{N} \text { and } t>0
$$

By the monotonicity of $\varphi$, we have

$$
F_{x^{*}, z_{n+1}}(t) \geq F_{x^{*}, z_{n}}(t), \text { for all } n \in \mathbb{N} \text { and } t>0
$$

Thus, $\left\{F_{x^{*}, z_{n}}(t)\right\}$ is an increasing sequence of positive numbers for each $t>0$. Imitating the
proof of Theorem 2.1, we can prove that

$$
\lim _{n \rightarrow \infty} F_{x^{*}, z_{n}}(t)=1, \forall t>0
$$

Similarly, it can be deduced that

$$
\lim _{n \rightarrow \infty} F_{y^{*}, z_{n}}(t)=1, \forall t>0
$$

Therefore, we get $x^{*}=y^{*}$, which implies the solution to (1) is unique.

Now assume that condition (ii) holds. Suppose $x^{*} \neq y^{*}$. By assumption $\left(\mathrm{H}_{2}\right)$, there exists $z \in X$ such that

$$
\alpha\left(x^{*}, z, t\right) \leq \eta\left(x^{*}, z, t\right) \text { and } \alpha\left(z, y^{*}, t\right) \leq \eta\left(z, y^{*}, t\right), \text { for all } t>0
$$

Since $T$ is triangular $\alpha$-admissible with respect to $\eta$, we have $\alpha\left(x^{*}, y^{*}, t\right) \leq \eta\left(x^{*}, y^{*}, t\right)$ for all $t>0$. Noting that $A x^{*} \preceq_{1} B x^{*}$ and $C y^{*} \preceq_{2} D y^{*}$, by (v) of Theorem 2.1 (resp. (vi) of Theorem 2.2), we obtain

$$
\begin{equation*}
\varphi\left(F_{x^{*}, y^{*}}(t)\right)=\varphi\left(F_{T x^{*}, T y^{*}}(t)\right) \leq h\left(x^{*}, y^{*}, t\right) \varphi\left(M_{x^{*}, y^{*}}(t)\right), \tag{34}
\end{equation*}
$$

where $M_{x^{*}, y^{*}}(t)=\min \left\{F_{x^{*}, y^{*}}(t),\left[F_{x^{*}, T x^{*}} \oplus F_{y^{*}, T y^{*}}\right](2 t),\left[F_{x^{*}, T y^{*}} \oplus F_{y^{*}, T x^{*}}\right](2 t)\right\}=F_{x^{*}, y^{*}}(t)$. This implies that $h\left(x^{*}, y^{*}, t\right) \geq 1$, which is a contradiction. Therefore, we have $x^{*}=y^{*}$. This completes the proof.

Example 2.1. Let $X=[-4,6)$ and define the partial order " $\preceq$ " on $X$ as follows:

$$
x \preceq y \Longleftrightarrow[x]=[y] \text { and } x \geq y
$$

Define $\mathscr{F}: X \times X \rightarrow \mathscr{D}$ by

$$
\mathscr{F}(x, y)(t)=F_{x, y}(t)= \begin{cases}0, & t \leq 0 \\ e^{-\frac{d(x, y)}{t}}, & t>0\end{cases}
$$

Then $\left(X, \mathscr{F}, \Delta_{\text {min }}\right)$ is not a $\mathscr{T}$-complete Menger PM-space, but it is a comparable $\mathscr{T}$-complete Menger PM-space. Take $\preceq_{1}=\preceq_{2}=\leq$. Then " $\preceq_{i}$ " is $F$-regular for $i=1,2$. Define the mapping $T: X \rightarrow X$ by

$$
T x=\frac{1}{3}(x-[x]) \text { for all } x \in X
$$

and $A, B, C, D: X \rightarrow X$ by

$$
\begin{gathered}
A x= \begin{cases}\frac{1}{2} x+1, & 0 \leq x<6, \\
-\frac{1}{2} x+2, & -4 \leq x<0\end{cases} \\
B x= \begin{cases}\frac{7}{4}, & 1 \leq x<6 \\
\frac{5}{4}, & -4 \leq x<1\end{cases} \\
C x= \begin{cases}\frac{1}{3} x+2, & 1 \leq x<6, \\
\frac{1}{2}, & -4 \leq x<1,\end{cases} \\
D x= \begin{cases}-\frac{1}{2} x+\frac{3}{4}, & 0 \leq x<6, \\
x-\frac{1}{2}, & -4 \leq x<0\end{cases}
\end{gathered}
$$

It is easy to verify that $T$ is $\preceq$-preserving, and $A, B$ and $T$ are comparable $\mathscr{T}$-continuous. Moreover, routine calculations show that $T$ is ( $A, B, C, D, \preceq_{1}, \preceq_{2}$ )-stable and ( $C, D, A, B, \preceq_{1}$
, $\left.\preceq_{2}\right)$-stable. Define $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow[0,+\infty)$ by

$$
\begin{aligned}
& \alpha(x, y, t)=\left\{\begin{array}{ll}
\frac{5}{8}, & \text { if }[x]=[y], \\
2, & \text { otherwise }
\end{array} t>0,\right. \\
& \eta(x, y, t)= \begin{cases}\frac{3}{4}, & \text { if }[x]=[y], \\
\frac{3}{2}, & \text { otherwise }\end{cases}
\end{aligned}
$$

and $h: X \times X \times(0,+\infty) \rightarrow[0,1)$ by $h(x, y, t)=\frac{2}{5}$ for all $x, y \in X$ and $t>0$. We can easily check that $T$ is triangular $\alpha$-admissible with respect to $\eta$. Also, note that there exists $x_{0}=0.4 \in \mathfrak{T}_{T}$, such that $A x_{0} \leq B x_{0}$ and $\alpha\left(x_{0}, T x_{0}, t\right) \leq \eta\left(x_{0}, T x_{0}, t\right)$ for all $t>0$. If $A x \leq B x, C y \leq D y$, we have $x, y \in\left[0, \frac{1}{2}\right]$. Take $\varphi(x)=-\ln x$. Thus

$$
\begin{aligned}
\eta(x, y, t) \varphi\left(F_{T x, T y}(t)\right) & =\frac{3}{4}\left(-\ln e^{-\frac{|x-y|}{3 t}}\right)=\frac{3}{4} \cdot \frac{|x-y|}{3 t}=\frac{5}{8} \cdot \frac{2}{5} \cdot \frac{|x-y|}{3 t} \\
& =\alpha(x, y, t) h(x, y, t)\left(-\ln e^{-\frac{|x-y|}{t}}\right) \\
& =\alpha(x, y, t) h(x, y, t) \varphi\left(F_{x, y}(t)\right) \\
& \leq \alpha(x, y, t) h(x, y, t) \varphi\left(M_{x, y}(t)\right)
\end{aligned}
$$

The conditions of Theorem 2.1 are all satisfied. Therefore there exists at least one solution to (1). Also, we can verify that $\left(\mathrm{H}_{1}\right)$ or $\left(\mathrm{H}_{2}\right)$ holds, and so the solution is unique. In fact, $x^{*}=0$ is the unique solution to (1).

## §3 Some Consequences

In this section, we will derive some corollaries of our main results in Section 2.

### 3.1 Standard fixed point results under constraint inequalities

Taking $\alpha(x, y, t)=\eta(x, y, t)=1$ for all $x, y \in X$ and $t>0$ in Theorem 2.3, we have the following result.
Corollary 3.1. Let $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ be a comparable $\mathscr{T}$-complete Menger PM-space and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $T, A, B, C, D: X \rightarrow X$ be self-mappings. Suppose that the following conditions are satisfied:
(i) $\preceq_{i}$ is $F$-regular, $i=1,2$, and $T$ is $\preceq$-preserving;
(ii) $A$ and $B$ are comparable $\mathscr{T}$-continuous or $C$ and $D$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in \mathfrak{T}_{T}$, such that $A x_{0} \preceq_{1} B x_{0}$ and $C x_{0} \preceq_{2} D x_{0}$;
(iv) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and ( $\left.C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(v) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $x, y \in X$,

$$
A x \preceq_{1} B x, C y \preceq_{2} D y \Longrightarrow \varphi\left(F_{T x, T y}(t)\right) \leq h(x, y, t) \varphi\left(M_{x, y}(t)\right) \text { for all } t>0,
$$

where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in X$, which is a unique solution to (1).

### 3.2 Fixed point results under constraint inequalities in comparable $\mathscr{T}$-complete Menger PM-spaces endowed with a partial order

We can obtain the following two results.
Corollary 3.2. Let $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ be a comparable $\mathscr{T}$-complete Menger PM-space and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $T, A, B, C, D: X \rightarrow X$ be self-mappings. Suppose that the following conditions are satisfied:
(i) $\preceq_{i}$ is $F$-regular, $i=1,2$, and $T$ is $\preceq$-preserving;
(ii) $A, B$ and $T$ are comparable $\mathscr{T}$-continuous or $C, D$ and $T$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in X$, such that $x_{0} \preceq T x_{0}, A x_{0} \preceq_{1} B x_{0}$ and $C x_{0} \preceq_{2} D x_{0}$;
(iv) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and $\left(C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(v) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $x, y \in X$,

$$
A x \preceq_{1} B x, C y \preceq_{2} D y, x \preceq y \Longrightarrow \varphi\left(F_{T x, T y}(t)\right) \leq h(x, y, t) \varphi\left(M_{x, y}(t)\right) \text { for all } t>0 \text {, }
$$

where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in X$, which is a solution to (1). Moreover, if one of the following conditions holds:
(a) for all $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$ such that $A z \preceq_{1} B z, C z \preceq_{2} D z$ and $x \preceq y \preceq z$; ; ;
(b) for all $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$ such that $x \preceq z$ and $z \preceq y$.

Then the solution to (1) is unique.
Proof. Define the mappings $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow[0,+\infty)$ by

$$
\alpha(x, y, t)=\left\{\begin{array}{ll}
1, & \text { if } x \preceq y, \\
3, & \text { otherwise },
\end{array} t>0\right.
$$

and

$$
\eta(x, y, t)=\left\{\begin{array}{ll}
1, & \text { if } x \preceq y, \\
2, & \text { otherwise }
\end{array} \quad t>0\right.
$$

It follows from condition (v) of Corollary 3.2 that (v) of Theorem 2.1 holds. Since $x_{0} \preceq T x_{0}$, we have $\alpha\left(x_{0}, T x_{0}, t\right) \leq \eta\left(x_{0}, T x_{0}, t\right)$ for all $t>0$, and it is easy to check that $\left\{x_{n}\right\}$ which is defined by $x_{n}=T^{n} x_{0}$ is a comparable sequence. Moreover, for all $x, y \in X$ and $t>0$, since $T$ is $\preceq$-preserving, we have

$$
\alpha(x, y, t) \leq \eta(x, y, t) \Longrightarrow x \preceq y \Longrightarrow T x \preceq T y \Longrightarrow \alpha(T x, T y, t) \leq \eta(T x, T y, t)
$$

So $T$ is $\alpha$-admissible with respect to $\eta$. The existence of a solution to (1) follows from Theorem 2.1.

Now, we prove the uniqueness of the solution to (1). First, assume that (a) holds. Let $x, y \in \operatorname{Fix}(T)$. Then there exists $z \in X$ such that $A z \preceq_{1} B z, C z \preceq_{1} D z$, and $x \preceq y \preceq z$. From the definition of $\alpha$ and $\eta$, it is easy to see that $\alpha(x, z, t) \leq \eta(x, z, t)$ and $\alpha(y, z, t) \leq \eta(y, z, t)$ for all $t>0$. This implies that assumption $\left(\mathrm{H}_{1}\right)$ holds.

Next assume that (b) holds. Let $x, y \in \operatorname{Fix}(\mathrm{~T})$. Then there exists $z \in X$ such that $x \preceq z$ and $z \preceq y$. From the definition of $\alpha$ and $\eta$, it is easy to see that $\alpha(x, z, t) \leq \eta(x, z, t)$ and $\alpha(z, y, t) \leq \eta(z, y, t)$ for all $t>0$. This implies that assumption $\left(\mathrm{H}_{2}\right)$ holds. Also, for all
$x, y, z \in X$ and $t>0$, it holds that

$$
\left\{\begin{array}{l}
\alpha(x, y, t) \leq \eta(x, y, t) \Longrightarrow x \preceq y \\
\alpha(y, z, t) \leq \eta(y, z, t) \Longrightarrow y \preceq z
\end{array} \quad \Longrightarrow x \preceq z \Longrightarrow \alpha(x, z, t) \leq \eta(x, z, t),\right.
$$

which implies that $T$ is triangular $\alpha$-admissible with respect to $\eta$.
In either case, the uniqueness of the solution can thus be derived from Theorem 2.3.
Corollary 3.3. Let $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ be a comparable $\mathscr{T}$-complete Menger PM-space and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $T, A, B, C, D: X \rightarrow X$ be self-mappings. Suppose that the following conditions are satisfied:
(i) $\preceq_{i}$ is $F$-regular, $i=1,2$, and $T$ is $\preceq$-preserving;
(ii) $A$ and $B$ are comparable $\mathscr{T}$-continuous or $C$ and $D$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in X$, such that $x_{0} \preceq T x_{0}, A x_{0} \preceq_{1} B x_{0}$ and $C x_{0} \preceq_{2} D x_{0}$;
(iv) $(X, \mathscr{F}, \Delta, \preceq)$ is regular;
(v) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and ( $\left.C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(vi) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $x, y \in X$,

$$
A x \preceq_{1} B x, C y \preceq_{2} D y \Longrightarrow \varphi\left(F_{T x, T y}(t)\right) \leq h(x, y, t) \varphi\left(M_{x, y}(t)\right) \text { for all } t>0,
$$

where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in X$, which is a solution to (1). Moreover, if one of the following conditions holds:
(a) for all $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$ such that $A z \preceq_{1} B z, C z \preceq_{2} D z$ and $x \preceq y \preceq z$;
(b) for all $x, y \in \operatorname{Fix}(T)$, there exists $z \in X$ such that $x \preceq z$ and $z \preceq y$.

Then the solution to (1) is unique.
Proof. Define the mappings $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow[0,+\infty)$ as the ones in Corollary 3.2. It follows from condition (vi) of Corollary 3.4 that (vi) of Theorem 2.2 holds. By the proof of Corollary 3.3, it is shown that $\alpha\left(x_{0}, T x_{0}, t\right) \leq \eta\left(x_{0}, T x_{0}, t\right)$ for all $t>0,\left\{x_{n}=T^{n} x_{0}\right\}$ is a comparable sequence, and $T$ is triangular $\alpha$-admissible with respect to $\eta$.

From condition (iv), $(X, \mathscr{F}, \Delta, \preceq)$ is regular. Suppose that $\left\{x_{2 n}\right\}$ satisfies that $\alpha\left(x_{2 n}, x_{2 n+1}\right.$, $t) \leq \eta\left(x_{2 n}, x_{2 n+1}, t\right)$ for all $n \in \mathbb{N}$ and $t>0$ with $x_{2 n} \xrightarrow{\mathscr{T}} x \in X(n \rightarrow \infty)$. Then it follows from the regularity of $(X, \mathscr{F}, \Delta, \preceq)$ that there exists a subsequence $\left\{x_{2 n_{k}}\right\}$ of $\left\{x_{2 n}\right\}$ such that $x_{2 n_{k}} \preceq x$ for all $k$. Thus, from the definition of $\alpha$ and $\eta$, we have $\alpha\left(x_{2 n_{k}}, x, t\right) \leq \eta\left(x_{2 n_{k}}, x, t\right)$ for all $k \in \mathbb{N}$ and $t>0$. Therefore, the sequence $\left\{T^{2 n} x_{0}\right\}$ is $\alpha$-regular with respect to $\eta$. So the conclusion follows from Theorem 2.2. The proof of the uniqueness is the same as the deductions in Corollary 3.2.

### 3.3 Fixed point results under constraint inequalities in comparable $\mathscr{T}$-complete Menger PM-spaces for cyclic contractive mappings

Corollary 3.4. Let $A_{1}$ and $A_{2}$ be two nonempty $\mathscr{T}$-closed subsets of a comparable $\mathscr{T}$-complete Menger PM-space $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $A, B, C, D: X \rightarrow X$ and $T: Y \rightarrow Y$ be self-mappings, where $Y=A_{1} \cup A_{2}$. Suppose that the following conditions are satisfied:
(i) $\preceq_{i}$ is $F$-regular, $i=1,2, T$ is $\preceq$-preserving, and $T\left(A_{1}\right) \subset A_{2}, T\left(A_{2}\right) \subset A_{1}$;
(ii) $A, B$ and $T$ are comparable $\mathscr{T}$-continuous or $C, D$ and $T$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in \mathfrak{T}_{T}$, such that $A x_{0} \preceq_{1} B x_{0}$ and $C x_{0} \preceq_{2} D x_{0}$;
(iv) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and $T$ is $\left(C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(v) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $(x, y) \in A_{1} \times A_{2}$,

$$
A x \preceq_{1} B x, C y \preceq_{2} D y \Longrightarrow \varphi\left(F_{T x, T y}(t)\right) \leq h(x, y, t) \varphi\left(M_{x, y}(t)\right) \text { for all } t>0,
$$

where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Suppose further that there exists $z \in X$, such that $A z \preceq_{1} B z$ and $C z \preceq_{2} D z$. Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in A_{1} \cap A_{2}$, which is a unique solution to (1).
Proof. Since $A_{1}$ and $A_{2}$ be two nonempty $\mathscr{T}$-closed subsets of a comparable $\mathscr{T}$-complete Menger PM-space $\left(X, \mathscr{F}, \Delta_{\min }, \preceq\right)$, we have $\left(Y, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ is comparable $\mathscr{T}$-complete. Define the mappings $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow[0,+\infty)$ by

$$
\alpha(x, y, t)= \begin{cases}1, & \text { if }(x, y) \in\left(A_{1} \times A_{2}\right) \cup\left(A_{2} \times A_{1}\right), \\ 3, & \text { otherwise }\end{cases}
$$

and

$$
\eta(x, y, t)= \begin{cases}1, & \text { if }(x, y) \in\left(A_{1} \times A_{2}\right) \cup\left(A_{2} \times A_{1}\right), \\ 2, & \text { otherwise }\end{cases}
$$

From (v) of Corollary 3.4 and the definition of $\alpha$ and $\eta$, we obtain that (v) of Theorem 2.1 holds.

Let $(x, y) \in Y \times Y$ such that $\alpha(x, y, t) \leq \eta(x, y, t)$ for all $t>0$. Then $(x, y) \in\left(A_{1} \times A_{2}\right) \cup$ $\left(A_{2} \times A_{1}\right)$. If $(x, y) \in A_{1} \times A_{2}$, from (i) of Corollary 3.4, $(T x, T y) \in A_{2} \times A_{1}$. If $(x, y) \in A_{2} \times A_{1}$, from (i) of Corollary 3.4, $(T x, T y) \in A_{1} \times A_{2}$. Thus, $(T x, T y) \in\left(A_{1} \times A_{2}\right) \cup\left(A_{2} \times A_{1}\right)$, which implies that $\alpha(T x, T y, t) \leq \eta(T x, T y, t)$ for all $t>0$, and so $T$ is $\alpha$-admissible with respect to $\eta$.

Also, from (i) of Corollary 3.4, for any $a \in A_{1}$, we have $(a, T a) \in A_{1} \times A_{2}$, and thus $\alpha(a, T a, t) \leq \eta(a, T a, t)$ for all $t>0$.

Finally, let $x, y \in \operatorname{Fix}(T)$. It follows from condition (i) that $x, y \in A_{1} \cap A_{2}$, and thus for any $z \in Y$, we have $\alpha(x, z, t) \leq \eta(x, z, t)$ and $\alpha(y, z, t) \leq \eta(y, z, t)$ for all $t>0$. Also, note that there exists $z \in X$, such that $A z \preceq_{1} B z, C z \preceq_{2} D z$. This implies that assumption $\left(\mathrm{H}_{1}\right)$ holds. The conclusion follows from Theorem 2.3.
Corollary 3.5. Let $A_{1}$ and $A_{2}$ be two nonempty $\mathscr{T}$-closed subsets of a comparable $\mathscr{T}$-complete Menger PM-space $\left(X, \mathscr{F}, \Delta_{\text {min }}, \preceq\right)$ and $\preceq_{1}$ and $\preceq_{2}$ be two partial orders on $X$. Also, let $A, B, C, D: X \rightarrow X$ and $T: Y \rightarrow Y$ be self-mappings, where $Y=A_{1} \cup A_{2}$. Suppose that the following conditions are satisfied:
(i) $\preceq_{i}$ is $F$-regular, $i=1,2, T$ is $\preceq$-preserving, and $T\left(A_{1}\right) \subset A_{2}, T\left(A_{2}\right) \subset A_{1}$;
(ii) $A$ and $B$ or $C$ and $D$ are comparable $\mathscr{T}$-continuous;
(iii) there exists $x_{0} \in \mathfrak{T}_{T}$, such that $A x_{0} \preceq_{1} B x_{0}$ and $C x_{0} \preceq_{2} D x_{0}$;
(iv) $T$ is $\left(A, B, C, D, \preceq_{1}, \preceq_{2}\right)$-stable and $T$ is $\left(C, D, A, B, \preceq_{2}, \preceq_{1}\right)$-stable;
(v) there exists $h \in \mathcal{H}(X)$ and $\varphi \in \Phi$ such that for $x, y \in X$,

$$
A x \preceq_{1} B x, C y \preceq_{2} D y \Longrightarrow \varphi\left(F_{T x, T y}(t)\right) \leq h(x, y, t) \varphi\left(M_{x, y}(t)\right) \text { for all } t>0
$$

where $M_{x, y}(t)=\min \left\{F_{x, y}(t),\left[F_{x, T x} \oplus F_{y, T y}\right](2 t),\left[F_{x, T y} \oplus F_{y, T x}\right](2 t)\right\}$.
Suppose further that there exists $z \in X$, such that $A z \preceq_{1} B z$ and $C z \preceq_{2} D z$. Then the sequence $\left\{T^{n} x_{0}\right\}$ converges to some $x^{*} \in A_{1} \cap A_{2}$, which is a unique solution to (1).
Proof. Define the mappings $\alpha, \eta: X \times X \times(0,+\infty) \rightarrow[0,+\infty)$ as the ones in Corollary 3.4. It follows from condition (v) of Corollary 3.5 that (vi) of Theorem 2.2 holds. By the proof of Corollary 3.4, it is shown that $\alpha(a, T a, t) \leq \eta(a, T a, t)$ for all $a \in A_{1}$ and $t>0$, and $T$ is $\alpha$-admissible with respect to $\eta$.

Suppose that $\left\{x_{2 n}\right\}$ satisfies that $\alpha\left(x_{2 n}, x_{2 n+1}, t\right) \leq \eta\left(x_{2 n}, x_{2 n+1}, t\right)$ for all $n \in \mathbb{N}$ and $t>0$ with $x_{2 n} \xrightarrow{\mathscr{T}} x \in X(n \rightarrow \infty)$. By the definition of $\alpha$, we have

$$
\left(x_{2 n}, x_{2 n+1}\right) \in\left(A_{1} \times A_{2}\right) \cup\left(A_{2} \times A_{1}\right) \text { for all } n \in \mathbb{N} .
$$

Since $\left(A_{1} \times A_{2}\right) \cup\left(A_{2} \times A_{1}\right)$ is $\mathscr{T}$-closed, we obtain

$$
(x, x) \in\left(A_{1} \times A_{2}\right) \cup\left(A_{2} \times A_{1}\right)
$$

which implies that $x \in A_{1} \cap A_{2}$. From the definition of $\alpha$, we get $\alpha\left(x_{2 n}, x, t\right) \leq \eta\left(x_{2 n}, x, t\right)$ for all $n \in \mathbb{N}$ and $t>0$. Therefore, the sequence $\left\{T^{2 n} x_{0}\right\}$ is $\alpha$-regular with respect to $\eta$. It can be similarly shown that assumption $\left(\mathrm{H}_{1}\right)$ holds. So the conclusion follows from Theorem 2.3.
Remark 3.1. Setting $\preceq_{1}=\preceq_{2}, C=B$ and $D=A$ in Theorem 2.1 (resp. Theorem 2.2, Theorem 2.3), we can obtain some other corollaries. Furthermore, by setting $\preceq_{1}=\preceq_{2}, C=B$ and $D=A=I_{X}$, where $I_{X}$ denotes the identity mapping on $X$, we get the existence and uniqueness results for common fixed points of the mappings $B$ and $T$. For the sake of brevity, we omit them here.

## §4 Conclusions

Inspired by [1], we have introduced the concept of comparable $\mathscr{T}$-completeness of an ordered Menger PM-space, and utilized some functions to give a more generalized contractive condition under constraints for the mapping $T$. Based on these, we have revisited problem (1) proposed in [11], and have obtained some new results which guarantee the existence of the solution to problem (1) under certain conditions.

Recently, many authors devoted themselves to studying problem (1) and other related ones, such as best proximity point problems under constraint inequalities and so on. It would be interesting to further consider relaxing assumptions to obtain more general results concerning these problems in different types of spaces.

## References

[1] B Alqahtani, R Lashkaripour, E Karapınar, J Hamzehnejadi. Discussion on the fixed point problems with constraint inequalities, J Inequal Appl, 2018, 2018: 224.
[2] A H Ansari, P Kumam, B Samet. A fixed point problem with constraint inequalities via an implict contraction, J Fixed Point Theory Appl, 2017, 19: 1145-1163.
[3] S K Bhandari, D Gopal, P Konar. Probabilistic $\alpha$-min ciric type contraction results using a control function, AIMS Mathematics, 2020, 5(2): 1186-1198.
[4] S Chang, Y J Cho, S M Kang. Nonlinear Operator Theory in Probabilistic Metric Spaces, Nova Science Publishers Inc, New York, 2001.
[5] L Ćirić, D Mihet, R Saadati. Monotone generalized contractions in partially ordered probabilistic metric spaces, Topol Appl, 2009, 156(17): 2838-2844.
[6] T Došenović, P Kumam, D Gopal, D K Patel, A Takači. On fixed point theorems involving altering distances in Menger probabilistic metric spaces, J Inequal Appl, 2013, 2013: 576.
[7] J X Fang, Y Gao. Common fixed point theorems under strict contractive conditions in Menger spaces, Nonlinear Anal-Theor, 2009, 70(1): 184-193.
[8] D Gopal, M Abbas, C Vetro. Some new fixed point theorems in Menger PM-spaces with application to Volterra type integral equation, Appl Math Comput, 2014, 232: 955-967.
[9] O Hadžić, E Pap. Fixed Point Theory in Probabilistic Metric Spaces, Kluwer Academic Publishers, Dordrecht, 2001.
[10] J Harjani, K Sadarangani. Fixed point theorems for weakly contractive mappings in partially ordered sets, Nonlinear Analysis, 2009, (7-8): 3403-3410.
[11] M Jleli, B Samet. A fixed point problem under two constraint inequalities, Fixed Point Theory Appl, 2016, 2016: 18.
[12] E Karapınar, B Samet. Generalized $\alpha-\psi$ contractive type mappings and related fixed point theorems with applications, Abstr Appl Anal, 2012, 2012: 793486.
[13] E Karapınar, P Kumam, P Salimi. On $\alpha-\psi$-Meir-Keeler contractive mappings, Fixed Point Theory Appl, 2013, 2013: 94.
[14] V Lakshmikantham, L Ćirić. Coupled fixed point theorems for nonlinear contractions in partially ordered metric spaces, Nonlinear Analysis, 2009, 70(12): 4341-4349.
[15] K Menger. Statistical metrics, Proc Natl Acad Sci USA, 1942, 28: 535-537.
[16] A C M Ran, M C B Reurings. A fixed point theorem in partially ordered sets and some applications to matrix equations, Proc Amer Math Soc, 2004, 132: 1435-1443.
[17] B Samet, C Vetro. Coupled fixed point theorems for multi-valued nonlinear contraction mappings in partially ordered metric spaces, Nonlinear Analysis, 2011, 74(12): 4260-4268.
[18] B Samet, C Vetro, P Vertro. Fixed point theorems for $\alpha-\psi$ contractive type mappings, Nonlinear Analysis, 2012, 75(4): 2154-2165.
[19] B Schweizer, A Sklar. Statistical metric spaces, Pacific J Math, 1960, 10: 313-334.
[20] B Schweizer, A Sklar. Probabilistic Metric Spaces, North-Holland, Amsterdam, 1983.
[21] B Schweizer. Commentary on Probabilistic Geometry, in Karl Menger, Selecta Mathematica, Springer, Vienna, 2003, 409-432.
[22] S Shukla, D Gopal, W Sintunavarat. A new class of fuzzy contractive mappings and fixed point theorems, Fuzzy Set Syst, 2018, 350: 85-94.
[23] Q Tu, C Zhu, Z Wu, X Mu. Some new coupled fixed point theorems in partially ordered complete probabilistic metric spaces, J Nonlinear Sci Appl, 2016, 9: 1116-1128.
[24] M Turinici. Abstract comparison principles and multivariable Gronwall-Bellman inequalities, J Math Anal Appl, 1986, 117: 100-127.
[25] J Wu. Some fixed point theorems for mixed monotone operators in partially ordered probabilistic metric spaces, Fixed Point Theory Appl, 2014, 2014: 49.
[26] Z Wu, C Zhu, J Li. Common fixed point theorems for two hybrid pairs of mappings satisfying the common property (E.A) in Menger PM-spaces, Fixed Point Theory and Applications, 2013, 2013: 25.
[27] Z Wu, C Zhu, X Zhang. Some new fixed point theorems for single and set-valued admissible mappings in Menger PM-spaces, RACSAM Rev R Acad A, 2016, 110: 755-769.
[28] Z Wu, C Zhu, C Yuan. Fixed point results for ( $\alpha, \eta, \phi, \xi$ )-contractive multi-valued mappings in Menger PM-Spaces and their applications, Filomat, 2017, 31(16): 5357-5368.
[29] Z Wu, C Zhu, C Yuan. Fixed point results for cyclic contractions in Menger PM-spaces and generalized Menger PM-spaces, RACSAM Rev R Acad A, 2018, 112: 449-462.
[30] Z Wu, C Zhu, C Yuan. Fixed point results under constraint inequalities in Menger PM-spaces, J Comput Anal Appl, 2018, 25(7): 1324-1336.
[31] W Xu, C Zhu, Z Wu, L Zhu. Fixed point theorems for two new types of cyclic weakly contractive mappings in partially ordered Menger PM-spaces, J Nonlinear Sci Appl, 2015, 8: 412-422.
${ }^{1}$ Department of Mathematics, Nanchang University, Nanchang 330031, China.
Email: wuzhaoqi_conquer@163.com, chuanxizhu@126.com
${ }^{2}$ Institute of Mathematics, Hangzhou Dianzi University, Hangzhou 310018, China.
Email: godyalin@163.com
${ }^{3}$ Department of Mathematics, Swansea University, Singleton Park, SA2 8PP, UK.
Email: chengguiyuan@hotmail.com


[^0]:    Received: 2018-12-11. Revised: 2021-02-25.
    MR Subject Classification: 47H10, 46S50, 47S50.
    Keywords: Menger PM-space, fixed point, constraint inequalities, partial order, implicit contraction.
    Digital Object Identifier(DOI): https://doi.org/10.1007/s11766-022-3685-5.
    Supported by the National Natural Science Foundation of China $(12161056,11701259,11771198)$ and Natural Science Foundation of Jiangxi Province of China(20202BAB201001).
    *Corresponding author.

