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Classification and existence of positive entire k-convex

radial solutions for generalized nonlinear k-Hessian system
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Abstract. In this paper, we consider the following generalized nonlinear k-Hessian system
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= ψ(|x|, z1, z2), x ∈ RN ,

where G is a nonlinear operator and Sk

(
λ
(
D2z

))
stands for the k-Hessian operator. We first

are interested in the classification of positive entire k-convex radial solutions for the k-Hessian

system if φ(|x|, z1, z2) = b(|x|)φ(z1, z2) and ψ(|x|, z1, z2) = h(|x|)ψ(z1). Moreover, with the help

of the monotone iterative method, some new existence results on the positive entire k-convex

radial solutions of the k-Hessian system with the special non-linearities ψ,φ are given, which

improve and extend many previous works.

§1 Introduction

In this paper, the main purpose is to consider the positive k-convex radial solutions of the

following generalized k-Hessian system involving a nonlinear operator G
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= ψ(|x|, z1, z2), x ∈ RN ,

(1)

where ψ,φ ∈ C(RN × [0,+∞)× [0,+∞), [0,+∞)), G is a nonlinear operator satisfying

Υ =
{
G ∈ C2([0,+∞), [0,+∞))| there exists a constant p > 0 such that

for any 0 < l < 1, G(lt) ≤ lpG(t)
}
,

Received: 2021-1-26. Revised: 2021-05-26.
MR Subject Classification: 35J60, 35B08, 35B09.
Keywords: k-Hessian system, entire blow-up, classification of radial solutions, monotone iterative method.
Digital Object Identifier(DOI): https://doi.org/10.1007/s11766-021-4363-8.
Supported by the National Natural Science Foundation of China(11501342,12001344).
*Corresponding author.



ZHANG Li-hong, et al. Classification and existence of positive entire k-convex... 565

which is defined in [1]. Sk

(
λ
(
D2z

))
stands for the k-Hessian operator as follows

Sk

(
λ
(
D2z

))
=

∑
1≤j1<···<jk≤N

λj1 · λj2 · · · λjk , k = 1, 2, ..., N,

where D2z is the Hessian matrix of z, λ1, λ2, ..., λN are the eigenvalues of D2z and λ
(
D2z

)
= (λ1, λ2, · · ·, λN ) is the vector of eigenvalues of D2z. Here define

Γk :=
{
λ ∈ RN : Sl

(
λ
(
D2z

))
> 0, 1 ≤ l ≤ k

}
.

A function z ∈ C2(RN ) is k-convex in RN if λ
(
D2z(x)

)
∈ Γk for all x ∈ RN .

It is not hard to see that Sk

(
λ
(
D2z

))
is a discrete collection of partial differential operators

including the Laplace operator, the Monge-Ampère operator and many well known other oper-

ators. For k = 1, S1

(
λ
(
D2z

))
is the so-called Laplace operator △z and k = N , SN

(
λ
(
D2z

))
is the so-called Monge-Ampère operator detD2z, i.e.

Laplace operator Monge-Ampère operator

S1

(
λ
(
D2z(x)

))
=
∑N

i=1 λi = ∆z, SN

(
λ
(
D2z(x)

))
=
∏N

i=1 λi = detD2z.

In recent years, Laplace problem and Monge-Ampère problem are hot topics. Existence,

uniqueness and asymptotic behavior of solutions to the above problem have been investigated

extensively by many authors in different contexts [2-8,39,40]. In 2009, Ghanmi, Maagli, Rad-

ulescu and Zeddini [2] investigated the existence and the nonexistence of blow up or bounded

solutions to the following system of nonlinear elliptic equations{
△z1 = b(|x|)ψ(z2), x ∈ RN ,

△z2 = h(|x|)φ(z1), x ∈ RN .

In 2019, Covei [3] showed the existence of positive radially symmetric solutions to the

following problem

△z = b(|x|)ψ(z) + h(|x|)φ(z), x ∈ RN . (2)

For the problem (2), when ψ(z) = zα, φ(z) = zβ and 0 < α ≤ β, Lair [4] gave sufficient

conditions for the nonexistence (existence) of nonnegative entire blow up solutions.

It is well known that k-Hessian equations are fully nonlinear PDEs for k ≥ 2 [9,10]. There

are many important applications in fluid mechanic, geometric problem and other applied sub-

jects. For instance, the k-Hessian problem can describe Weingarten curvature or reflector shape

design [11], and it can also describe some phenomena of non-equilibrium phase transitions and

statistical physics [12,13]. In recent years, many authors have shown increasing interest in the

subject of the k-Hessian problem. A good number of investigative results on the k-Hessian prob-

lem have been given by applying different methods, such as the variational method [14,15,16],

the monotone iterative method [17,18,19], the method of moving planes [20], the method of

sub- and super-solutions [21,22,23], the fixed point theorem [24,25].

Here, we give a definition on the classification of solutions.

Definition 1.1. [26] A solution (z1, z2) ∈ C2([0,∞)) × C2([0,∞)) of system (1) is called an

entire bounded solution if condition (3) holds; it is called an entire blow up solution if condition

(4) holds; it is called a semifinite entire blow up solution when (5) or (6) holds.
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Finite Case: Both components (z1, z2) are bounded, namely

lim
|x|→∞

z1(|x|) <∞ and lim
|x|→∞

z2(|x|) <∞. (3)

Infinite Case: Both components (z1, z2) are blow up, namely

lim
|x|→∞

z1(|x|) = ∞ and lim
|x|→∞

z2(|x|) = ∞. (4)

Semifinite Case: One of the components is bounded, whereas the other is blow up, namely

lim
|x|→∞

z1(|x|) <∞ and lim
|x|→∞

z2(|x|) = ∞ (5)

or

lim
|x|→∞

z1(|x|) = ∞ and lim
|x|→∞

z2(|x|) <∞. (6)

In 2015, Zhang and Zhou [27] studied the following k-Hessian system{
Sk

(
λ
(
D2z1

))
= b(|x|)ψ(z2), x ∈ RN ,

Sk

(
λ
(
D2z2

))
= h(|x|)φ(z1), x ∈ RN .

(7)

They only obtained the existence of positive entire k-convex radial solution for the Finite Case

and Infinite Case by applying Arzela-Ascoli theorem and the monotone iterative method.

In 2018, Covei [28] considered the Laplacian system{
△z1 = b(|x|)ψ(z1, z2), x ∈ RN ,

△z2 = h(|x|)φ(z1), x ∈ RN .

He analyzed the existence of positive entire radial solution under the Finite Case, Infinite Case

and Semifinite Case by applying the monotone iterative method.

In 2020, Zhang, Liu, Wu and Cui [29] considered the k-Hessian equation

G
(
S

1
k

k

(
λ
(
D2z

)))
S

1
k

k

(
λ
(
D2z

))
= φ(|x|, z), x ∈ RN ,

they gave a sufficient and necessary condition of existence of radial solutions under the Infinite

Case by applying the monotone iterative method.

On the other hand, if φ(|x|, z1, z2) = b(|x|)φ(z1, z2) and ψ(|x|, z1, z2) = h(|x|)ψ(z1, z2), then
the k-Hessian system (1) turns to the following form G
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k
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λ
(
D2z1

)))
S

1
k

k

(
λ
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D2z1

))
= b(|x|)φ(z1, z2), x ∈ RN ,

G
(
S

1
k

k

(
λ
(
D2z2

)))
S

1
k

k

(
λ
(
D2z2

))
= h(|x|)ψ(z1, z2), x ∈ RN .

(8)

In 2020, by applying the iterative technique, in paper [30], we presented sufficient conditions

for the existence of the entire radial solutions under the finite case and infinite case and gave

the estimation of positive entire radial solutions for the problem (8).

Inspired by the above works, we firstly consider, in addition to those cases [27,29,30], the

existence of entire positive k-convex radial solutions under the semifinite cases (5) and (6)

for the k-Hessian system (1) if φ(|x|, z1, z2) = b(|x|)φ(z1, z2) and ψ(|x|, z1, z2) = h(|x|)ψ(z1).
Secondly, we show the existence of entire positive k-convex bounded solutions and blow up

radial solutions and also give the estimation of entire positive k-convex radial solutions for

the k-Hessian system (1), where φ(|x|, z1, z2) = b1(|x|)ψ(z1) + h1(|x|)φ(z2) and ψ(|x|, z1, z2) =
b2(|x|)ψ(z2) + h2(|x|)φ(z1). Here we extend the study in [3,28] from semilinear problem to

fully nonlinear problem. The approach employed to deal with the k-Hessian system (1) is
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the monotone iterative method, which is a powerful tool for studying nonlinear problem, see

[3,11,17,18,19], [27-37] and the references therein. The main results of this paper improve and

complement the works [4,7,8,18,27,29,30] on the problem (1) with more special nonlinearities

ψ,φ and weights b, h, bi, hi (i = 1, 2).

§2 Existence results for Hessian system with two weights

In this section, we will discuss the following k-Hessian problem for φ(|x|, z1, z2) =
b(|x|)φ(z1, z2) and ψ(|x|, z1, z2) = h(|x|)ψ(z1) in the system (1) G

(
S

1
k

k

(
λ
(
D2z1

)))
S

1
k

k

(
λ
(
D2z1

))
= b(|x|)φ(z1, z2), x ∈ RN ,

G
(
S

1
k

k

(
λ
(
D2z2

)))
S

1
k

k

(
λ
(
D2z2

))
= h(|x|)ψ(z1), x ∈ RN ,

(9)

where the weights b, h ∈ C([0,+∞), (0,+∞)) are spherically symmetric.

Here we assume that the functions ψ and φ satisfy the following conditions.

(S1) : φ ∈ C([0,∞) × [0,∞), (0,∞)) is increasing in each variable and φ(t1, t2) > 0 for all

t1, t2 > 0;

(S2) : ψ ∈ C([0,∞), (0,∞)) is increasing and ψ(t) > 0 for all t > 0;

(S3) : There exist positive constants c, δ and γ, the function f ∈ C([0,∞)× [0,∞), (0,∞)) and

the function g ∈ C([0,+∞), (0,+∞)) such that

φ(t1, t2s2) ≤ cf(t1, t2)g(s2), ∀t1 ≥ 0, ∀t2 ≥M and ∀s2 ≥ 1,

where f is increasing in each variable and

M =

{
δ, δ > (ψ(γ) + 1)

1
p+1 ,

(ψ(γ) + 1)
1

p+1 , δ ≤ (ψ(γ) + 1)
1

p+1 .

Here, we introduce a lemma about the properties of the operator R(t).

Lemma 2.1. [1] Let R(t) = tG(t), where G ∈ Υ. Thus, it has the following properties.

(1) : R(t) has an inverse mapping R−1(t), which is nonnegative increasing;

(2) : for 0 < β < 1, we have

R−1(βt) ≥ β
1

p+1R−1(t);

(3) : for β ≥ 1, we have

R−1(βt) ≤ β
1

p+1R−1(t).

For r ≥ 0, denote

F (r) =

∫ r

γ

dt

f
(
t,M(ψ(t) + 1)

1
p+1

)
+ 1

, r ≥ γ > 0, F (∞) := lim
r→∞

F (r),

B(r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1(b(s))

]k
ds

) 1
k

dt,

H(r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1(h(s))

]k
ds

) 1
k

dt,
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P (r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)g(1 +H(s))

)]k
ds

) 1
k

dt,

Q(r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ

(
F−1

(
(c+ 1)

k
p+1P (s)

)))]k
ds

) 1
k

dt,

P (r) =

∫ r

0

 k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(γ, δ +

(
min

{
1

3
, ψ(γ)

}) 1
p+1

H(s))
)]k

ds

 1
k

dt,

Q(r) =

∫ r

0

 k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(γ +

(
min

{
1

3
, φ(γ, δ)

}) 1
p+1

B(s))
)]k

ds

 1
k

dt,

and

P (∞) := lim
r→∞

P (r), P (∞) := lim
r→∞

P (r), Q(∞) := lim
r→∞

Q(r), Q(∞) := lim
r→∞

Q(r).

Our assumptions are as follows:

(P1) : F (∞) = ∞;

(P2) : P (∞) <∞, Q(∞) <∞;

(P3) : P (∞) = ∞, Q(∞) = ∞;

(P4) : P (∞) <∞, Q(∞) = ∞;

(P5) : P (∞) = ∞, Q(∞) <∞;

(P6) : P (∞) < F (∞) <∞, Q(∞) <∞;

(P7) : P (∞) < F (∞) <∞, Q(∞) = ∞.

Before we give a detailed description of our main results, we state the following lemmas,

which are important for our proofs.

Lemma 2.2. [38] Assume that y(r) ∈ C2[0, R) with y′(0) = 0. Then we have the function

z(|x|) = y(r) ∈ C2 (BR),

λ
(
D2z

)
=

{ (
y′′(r), y

′(r)
r , . . . , y

′(r)
r

)
, 0 < r < R,

(y′′(0), y′′(0), . . . , y′′(0)) , r = 0,
(10)

and

Sk

(
λ
(
D2z

))
=

 Ck−1
N−1y

′′(r)
(

y′(r)
r

)k−1

+ Ck
N−1

(
y′(r)
r

)k
, 0 < r < R,

Ck
N (y′′(0))

k
, r = 0,

(11)

where r = |x| < R, BR =
{
x ∈ RN : |x| < R

}
and Ck

N = N !
k!(N−k)! .

Lemma 2.3. [30] (z1(|x|), z2(|x|)) = (y1(r), y2(r)) is a radial solution of the k-Hessian system

(9) if and only if (y1(r), y2(r)) is a solution of the following ordinary differential system

{
rN−k

k

[
(y1(r))

′]k}′

=
rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y1(r), y2(r))

)]k
, r ≥ 0,{

rN−k

k

[
(y2(r))

′]k}′

=
rN−1

Ck−1
N−1

[
R−1

(
h(r)ψ(y1(r))

)]k
, r ≥ 0,

y1(0) = γ, y2(0) =δ, y′1(0) = 0, y′2(0) = 0.

(12)
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Our main results for the k-Hessian system (9) are as follows.

Theorem 2.1. Assume (S1), (S2), (S3) and (P1) hold. Then the k-Hessian system (9) has

infinitely many positive entire k-convex radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞). More-

over,

(1) if (P2) holds, then lim
|x|→∞

z1(|x|) <∞ and lim
r→∞

z2(|x|) <∞.

(2) If (P3) holds, then lim
|x|→∞

z1(|x|) = ∞ and lim
r→∞

z2(|x|) = ∞.

(3) If (P4) holds, then lim
|x|→∞

z1(|x|) <∞ and lim
r→∞

z2(|x|) = ∞.

(4) If (P5) holds, then lim
|x|→∞

z1(|x|) = ∞ and lim
r→∞

z2(|x|) <∞.

Theorem 2.2. Assume (S1), (S2) and (S3) hold. Moreover,

(1) if (P6) holds, then the k-Hessian system (9) has infinitely many positive entire k-convex

radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞) satisfying

γ + P (r) ≤ z1(|x|) ≤ F−1
(
(c+ 1)

k
p+1P (r)

)
, ∀r ≥ 0

and

δ +Q(r) ≤ z2(|x|) ≤ δ +Q(r), ∀r ≥ 0.

(2) If (P7) holds, then lim
|x|→∞

z1(|x|) <∞ and lim
|x|→∞

z2(|x|) = ∞.

Remark 2.1. By the simple calculation, we know that the similar results as Theorem 2.1 and

2.2 can be obtained for the k-Hessian system{
S

1
k

k (λ(D2z1)) = b(|x|)φ(z1, z2), x ∈ RN ,

S
1
k

k (λ(D2z2)) = h(|x|)ψ(z1), x ∈ RN ,

under the condition as follows

F (r) =

∫ r

γ

dt

f (t,Mψ(t))
, r ≥ γ > 0, F (∞) := lim

r→∞
F (r).

So we consider the more interesting system (9).

§3 Proofs of Theorem 2.1 and Theorem 2.2

In this section, we give proofs of Theorem 2.1 and Theorem 2.2.

3.1 Proof of Theorem 2.1

It is well known [30] that the radial solution of the system (9) is the solution of the integral

system
y1(r) = γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(y1(s), y2(s))

)]k
ds

) 1
k

dt, r ≥ 0,

y2(r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y1(s))

)]k
ds

) 1
k

dt, r ≥ 0.

(13)
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Let
{
y
(m)
1 (r)

}
m>0

and
{
y
(m)
2 (r)

}
m>0

on [0,∞) be two sequences of functions given by

y
(0)
1 (r) = y1(0) = γ, y

(0)
2 (r) = y2(0) = δ, r ≥ 0, γ > 0 and δ > 0,

y
(m)
1 (r) = γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(y

(m−1)
1 (s), y

(m−1)
2 (s))

)]k
ds

) 1
k

dt, r ≥ 0,

y
(m)
2 (r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y

(m)
1 (s))

)]k
ds

) 1
k

dt, r ≥ 0.

(14)

By the same way in [30], we can conclude that
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

are nonde-

creasing on [0,∞). Furthermore, we are going to prove that
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

are bounded on [0,∞). It follows from (14) that (y
(m)
1 )′(r) ≥ 0 and (y

(m)
2 )′(r) ≥ 0. By the

monotonicity of
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

, (S1), (S2), (S3) and Lemma 2.1, one can

see that{
rN−k

k

[(
y
(m)
1 (r)

)′]k}′

=
rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y

(m−1)
1 (r), y

(m−1)
2 (r))

)]k
≤ rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y

(m)
1 (r), y

(m)
2 (r))

)]k

=
rN−1

Ck−1
N−1

R−1
(
b(r)φ(y

(m)
1 (r), δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y

(m)
1 (s))

)]k
ds

) 1
k

dt)
)k

≤ rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y

(m)
1 (r), δ + (ψ(y

(m)
1 (r)) + 1)

1
p+1H(r))

)]k
=
rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y

(m)
1 (r), (ψ(y

(m)
1 (r)) + 1)

1
p+1 (

δ

(ψ(y
(m)
1 (r)) + 1)

1
p+1

+H(r)))
)]k

≤ rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y

(m)
1 (r), (ψ(y

(m)
1 (r)) + 1)

1
p+1 (

δ

(ψ(γ) + 1)
1

p+1

+H(r))
)]k

≤ rN−1

Ck−1
N−1

[
R−1

(
b(r)φ(y

(m)
1 (r),M(ψ(y

(m)
1 (r)) + 1)

1
p+1 (1 +H(r))

)]k
≤ rN−1

Ck−1
N−1

[
R−1

(
b(r)cf(y

(m)
1 (r),M(ψ(y

(m)
1 (r)) + 1)

1
p+1 )g(1 +H(r))

)]k
≤(c+ 1)

k
p+1 (f(y

(m)
1 (r),M(ψ(y

(m)
1 (r)) + 1)

1
p+1 ) + 1)

k
p+1

rN−1

Ck−1
N−1

[
R−1

(
b(r)g(1 +H(r))

)]k
≤(c+ 1)

k
p+1 (f(y

(m)
1 (r),M(ψ(y

(m)
1 (r)) + 1)

1
p+1 ) + 1)

rN−1

Ck−1
N−1

[
R−1

(
b(r)g(1 +H(r))

)]k
,
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which leads to(
y
(m)
1 (r)

)′
≤(c+ 1)

k
p+1 (f(y

(m)
1 (r),M(ψ(y

(m)
1 (r)) + 1)

1
p+1 ) + 1)

×

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)g(1 +H(s))

)]k
ds

) 1
k

.

(15)

Integrating the above inequality (15) from 0 to r, one gets∫ r

0

(
y
(m)
1 (t)

)′
f
(
y
(m)
1 (t),M(ψ(y

(m)
1 (t)) + 1)

1
p+1

)
+ 1

dt ≤ (c+ 1)
k

p+1P (r),

i.e. ∫ y
(m)
1 (r)

γ

1

f
(
τ,M(ψ(τ) + 1)

1
p+1

)
+ 1

dτ ≤ (c+ 1)
k

p+1P (r).

Consequently,

F
(
y
(m)
1 (r)

)
≤ (c+ 1)

k
p+1P (r), ∀r ≥ 0. (16)

In view of the fact that F is a bijection with the inverse function F−1 strictly increasing on

[0,∞), we have by (16)

y
(m)
1 (r) ≤ F−1

(
(c+ 1)

k
p+1P (r)

)
, ∀r ≥ 0. (17)

It follows from (17) that

y
(m)
2 (r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y

(m)
1 (s))

)]k
ds

) 1
k

dt

≤ δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ

(
F−1

(
(c+ 1)

k
p+1P (r)

)))]k
ds

) 1
k

dt

= δ +Q(r).

(18)

By (17) and (18), one gets for arbitrary c0 > 0

y
(m)
1 (r) ≤ F−1

(
(c+ 1)

k
p+1P (r)

)
≤ F−1

(
(c+ 1)

k
p+1P (c0)

)
= C1, ∀r ∈ [0, c0] (19)

and

y
(m)
2 (r) ≤ δ +Q(r) ≤ δ +Q(c0) = C2, ∀r ∈ [0, c0] , (20)

which mean that the sequences
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

are bounded on [0, c0] for

arbitrary c0 > 0. By (14), one gets for arbitrary c0 > 0(
y
(m)
1 (r)

)′
=

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(y

(m−1)
1 (s), y

(m−1)
2 (s))

)]k
ds

) 1
k

≤

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(y

(m)
1 (s), y

(m)
2 (s))

)]k
ds

) 1
k

(21)
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≤

(
krN−1

rN−k
∥ b(r) + 1 ∥

k
p+1
∞

∫ r

0

1

Ck−1
N−1

[
R−1

(
φ(y

(m)
1 (s), y

(m)
2 (s))

)]k
ds

) 1
k

≤

(
k

Ck−1
N−1

rk−1 ∥ b(r) + 1 ∥
k

p+1
∞

[
R−1

(
φ(y

(m)
1 (r), y

(m)
2 (r))

)]k ∫ r

0

ds

) 1
k

≤

(
k

Ck−1
N−1

ck0 ∥ b(r) + 1 ∥
k

p+1
∞

[
R−1

(
φ(C1, C2)

)]k) 1
k

≤

(
k

Ck−1
N−1

) 1
k

c0 ∥ b(r) + 1 ∥
1

p+1
∞

[
R−1

(
φ(C1, C2)

)]
, ∀r ∈ [0, c0]

and (
y
(m)
2 (r)

)′
=

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y

(m)
1 (s))

)]k
ds

) 1
k

≤

(
k

Ck−1
N−1

) 1
k

c0 ∥ h(r) + 1 ∥
1

p+1
∞

[
R−1

(
ψ(C1)

)]
, ∀r ∈ [0, c0] .

(22)

In view of (21) and (22), the sequences

{(
y
(m)
1 (r)

)′}
m≥0

and

{(
y
(m)
2 (r)

)′}
m≥0

are bounded

on [0, c0] for arbitrary c0 > 0. It follows from Arzela-Ascoli theorem that
{
y
(m)
1 (r)

}
m≥0

and{
y
(m)
2 (r)

}
m≥0

have subsequences converging uniformly to y1 and y2 on [0, c0]. Due to the

arbitrariness of γ, δ, c0 > 0, one concludes that the system (12) has infinitely many positive

entire k-convex solutions(y1, y2). Therefore, with the help of Lemma 2.3, one can easily draw

a conclusion that the k-Hessian system (9) has infinitely many positive entire k-convex radial

solutions (z1, z2) ∈ C2[0,∞) × C2[0,∞). Next, the proof of zi ∈ C2[0,∞)(i = 1, 2) is similar

with [30] and is omitted.

Since F (∞) = ∞, we can know that

F−1(∞) = ∞.

(1) It follows from P (∞) <∞, Q(∞) <∞, (17) and (18) that

y1(r) ≤ F−1
(
(c+ 1)

k
p+1P (∞)

)
<∞, ∀r ≥ 0

and

y2(r) ≤ δ +Q(∞) <∞, ∀r ≥ 0,

which mean that lim
r→∞

y1(r) < ∞ and lim
r→∞

y2(r) < ∞. Thus, the positive radial solutions

(y1, y2) ∈ C2[0,∞)×C2[0,∞) are bounded. Therefore, the k-Hessian system (9) has infinitely

many positive entire bounded radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞).
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(2) In view of P (∞) = ∞, Q(∞) = ∞,

y1(r) = γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(y1(s), y2(s))

)]k
ds

) 1
k

dt

≥ γ +

(
min

{
1

3
, φ(γ, δ)

}) 1
p+1

B(r)

and

y2(r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y1(s))

)]k
ds

) 1
k

dt

≥ δ +

(
min

{
1

3
, ψ(γ)

}) 1
p+1

H(r),

we get that

y1(r) = γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(y1(s), y2(s))

)]k
ds

) 1
k

dt

≥ γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[R−1
(
b(s)φ(y1(s), δ + (min{1

3
, ψ(γ)})

1
p+1H(s))

)
]kds

) 1
k

dt

≥ γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b(s)φ(γ, δ + (min{1

3
, ψ(γ)})

1
p+1H(s))

)]k
ds

) 1
k

dt

= γ + P (r)

(23)

and

y2(r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(y1(s))

)]k
ds

) 1
k

dt

≥ δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
h(s)ψ(γ + (min{1

3
, φ(γ, δ)})

1
p+1B(s))

)]k
ds

) 1
k

dt

= δ +Q(r),

(24)

which imply that lim
r→∞

y1(r) = ∞ and lim
r→∞

y2(r) = ∞. Therefore, the positive entire k-convex

radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞) of (9) blow up.

(3) In the spirit of Case (1) and Case (2), we have

y1(r) ≤ F−1
(
(c+ 1)

k
p+1P (∞)

)
<∞, ∀r ≥ 0

and

y2(r) ≥ δ +Q(r), ∀r ≥ 0.

In view of P (∞) < ∞ and Q(∞) = ∞, one gets that lim
r→∞

y1(r) < ∞ and lim
r→∞

y2(r) = ∞,

which means the k-Hessian system (9) has infinitely many positive semifinite entire blow up

k-convex radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞).
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(4) In this case, the idea is to mimic the proof of the Case (3). We observe that

y1(r) ≥ γ + P (r), ∀r ≥ 0

and

y2(r) ≤ δ +Q(r), ∀r ≥ 0,

In view of P (∞) = ∞ and Q(∞) < ∞, one gets that lim
r→∞

y1(r) = ∞ and lim
r→∞

y2(r) < ∞.

Therefore, the k-Hessian system (9) has infinitely many positive semifinite entire blow up k-

convex radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞).

3.2 Proof of Theorem 2.2

(1) By a similar process to Theorem 2.1, we can obtain that
{
y
(m)
1 (r)

}
m≥0

and{
y
(m)
2 (r)

}
m≥0

are two nondecreasing sequences. Moreover, we can also obtain (16), (18), (23)

and (24). It follows from (16), (18) and (P6) that

F
(
y
(m)
1 (r)

)
≤ (c+ 1)

k
p+1P (∞) < (c+ 1)

k
p+1F (∞) <∞, ∀r ≥ 0

and

y
(m)
2 (r) ≤ δ +Q(∞) <∞, ∀r ≥ 0.

On the other hand, since F−1 is strictly increasing on [0,∞), we find out that

y
(m)
1 (r) ≤ F−1

(
(c+ 1)

k
p+1P (∞)

)
<∞, ∀r ≥ 0,

then the nondecreasing sequences
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

are bounded for ∀m ∈ N

and r ∈ [0,∞). We use this observation to conclude that lim
m→∞

y
(m)
1 (r) = y1(r) < ∞ and

lim
m→∞

y
(m)
2 (r) = y2(r) < ∞, thus the limiting functions y1 and y2 are positive entire bounded

radial solutions of the k-Hessian system (9).

(2) The proof is similar with Case (3) of Theorem 2.1, so it is omitted. This completes the

proof.

§4 Existence results for Hessian system with four weights

In this section, we will discuss the following k-Hessian problem for φ(|x|, z1, z2) = b1(|x|)ψ(z1)
+ h1(|x|)φ(z2) and ψ(|x|, z1, z2) = b2(|x|)ψ(z2) + h2(|x|)φ(z1) in the system (1) G

(
S

1
k

k

(
λ
(
D2z1

)))
S

1
k

k

(
λ
(
D2z1

))
= b1(|x|)ψ(z1) + h1(|x|)φ(z2), x ∈ RN ,

G
(
S

1
k

k

(
λ
(
D2z2

)))
S

1
k

k

(
λ
(
D2z2

))
= b2(|x|)ψ(z2) + h2(|x|)φ(z1), x ∈ RN ,

(25)

where the weights bi, hi ∈ C([0,+∞), (0,+∞)) (i = 1, 2) are spherically symmetric.

Here we assume that the function ψ satisfies (S2) and the function φ satisfies the following

conditions.

(S4) : there exists a positive constant ζ > 0 such that φ(t) < 0 on (0, ζ) and nondecreasing on
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(ζ,∞),

lim
t→0+

φ(t) = φ(ζ) = 0.

Denote

H(r) =

∫ r

γ+δ

dt

φ(t) + ψ(t) + 1
, r ≥ γ, δ ≥ ζ, H(∞) := lim

r→∞
H(r),

Λ1(s) :=

{
b1(s)ψ (γ) if φ (δ) = 0,

((b1(s) + h1(s))min {φ (γ) , ψ (δ)}) if φ (δ) ̸= 0,

Λ2(s) :=

{
b2(s)ψ (δ) if φ (γ) = 0,

((b2(s) + h2(s))min {φ (δ) , ψ (γ)}) if φ (γ) ̸= 0,

J(r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1(Λ1(s))

]k
ds

) 1
k

dt, r ≥ 0,

W (r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1(Λ2(s))

]k
ds

) 1
k

dt, r ≥ 0,

J(r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1(b1(s) + h1(s))

]k
ds

) 1
k

dt, r ≥ 0,

W (r) =

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1(b2(s) + h2(s))

]k
ds

) 1
k

dt, r ≥ 0,

and

J(∞) := lim
r→∞

J(r), W (∞) := lim
r→∞

W (r), J(∞) := lim
r→∞

J(r), W (∞) := lim
r→∞

W (r).

Our assumptions are as follows:

(Q1) : H(∞) = ∞;

(Q2) : H(∞) <∞;

(Q3) : J(∞) <∞, W (∞) <∞;

(Q4) : J(∞) = ∞, W (∞) = ∞;

(Q5) : J(∞) <∞, W (∞) <∞;

(Q6) : J(∞) +W (∞) < H(∞)−H(2ξ), where ξ > γ+δ
2 is a constant.

Similar to the proof of Lemma 2.3, we can transform the k-Hessian system (25) to an

equivalent ordinary differential equation.

Lemma 4.1. (z1(|x|), z2(|x|)) = (y1(r), y2(r)) is a radial solution of the k-Hessian system (25)

if and only if (y1(r), y2(r)) is a solution of the following ordinary differential system

{
rN−k

k

[
(y1(r))

′]k}′

=
rN−1

Ck−1
N−1

[
R−1

(
b1(r)ψ(y1(r)) + h1(r)φ(y2(r))

)]k
, r ≥ 0,{

rN−k

k

[
(y2(r))

′]k}′

=
rN−1

Ck−1
N−1

[
R−1

(
b2(r)ψ(y2(r)) + h2(r)φ(y1(r))

)]k
, r ≥ 0,

y1(0) = γ, y2(0) =δ, y′1(0) = 0, y′2(0) = 0.

(26)

Our main results for the k-Hessian system (25) are as follows.



576 Appl. Math. J. Chinese Univ. Vol. 36, No. 4

Theorem 4.1. Assume (S2), (S4) and (Q1) hold. Then the k-Hessian system (25) has infinite-

ly many positive entire k-convex radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞). Moreover,

(1) if (Q3) holds, then lim
|x|→∞

z1(|x|) <∞ and lim
|x|→∞

z2(|x|) <∞.

(2) If (Q4) holds, then lim
|x|→∞

z1(|x|) = ∞ and lim
|x|→∞

z2(|x|) = ∞.

Theorem 4.2. Assume (S2), (S4), (Q2), (Q3), (Q5) and (Q6) hold. Then the k-Hessian system

(25) has infinitely many positive entire k-convex radial solutions (z1, z2) ∈ C2[0,∞)×C2[0,∞)

satisfying

γ + J(r) ≤ z1 ≤ H−1(H(2ξ) + J(r) +W (r)), ∀r ≥ 0

and

δ +W (r) ≤ z2 ≤ H−1(H(2ξ) + J(r) +W (r)), ∀r ≥ 0.

§5 Proofs of Theorem 4.1 and Theorem 4.2

In this section, we give proofs of Theorem 4.1 and Theorem 4.2.

5.1 Proof of Theorem 4.1

Let us rewrite the system (26) to the integral form as follows
y1(r) = γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(r)ψ(y1(r)) + h1(r)φ(y2(r))

)]k
ds

) 1
k

dt, r ≥ 0,

y2(r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b2(r)ψ(y2(r)) + h2(r)φ(y1(r))

)]k
ds

) 1
k

dt, r ≥ 0.

(27)

Let
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

be the sequences of positive continuous functions on

[0,∞) defined iteratively by

y
(0)
1 (r) = y1(0) = γ, y

(0)
2 (r) = y2(0) = δ, γ > 0 and δ > 0,

y
(m)
1 (r) = γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[R−1(b1(s)ψ(y
(m−1)
1 (s)) + h1(s)φ(y

(m−1)
2 (s)))]kds)

1
k dt,

y
(m)
2 (r) = δ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[R−1(b2(s)ψ(y
(m−1)
2 (s)) + h2(s)φ(y

(m−1)
1 (s)))]kds)

1
k dt.

(28)

We will first prove that
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

are nondecreasing on [0,∞). It
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is clear that y
(0)
1 ≤ y

(1)
1 and y

(0)
2 ≤ y

(1)
2 . By using the mathematical induction method, we get

y
(1)
1 (r) =γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(y

(0)
1 (s)) + h1(s)φ(y

(0)
2 (s))

)]k
ds

) 1
k

dt

=γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(γ) + h1(s)φ(δ)

)]k
ds

) 1
k

dt

≤γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(y

(1)
1 (s)) + h1(s)φ(y

(1)
2 (s))

)]k
ds

) 1
k

dt

=y
(2)
1 (r).

(29)

Similar to (29), we see that y
(1)
2 (r) ≤ y

(2)
2 (r). We assume y

(m−1)
1 (r) ≤ y

(m)
1 (r) and y

(m−1)
2 (r)

≤ y
(m)
2 (r), ∀m ∈ N, r ∈ [0,∞) and prove that

y
(m)
1 (r) ≤ y

(m+1)
1 (r) and y

(m)
2 (r) ≤ y

(m+1)
2 (r), ∀m ∈ N, r ∈ [0,∞).

In fact,

y
(m)
1 (r) =γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(y

(m−1)
1 (s)) + h1(s)φ(y

(m−1)
2 (s))

)]k
ds

) 1
k

dt

≤γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(y

(m)
1 (s)) + h1(s)φ(y

(m)
2 (s))

)]k
ds

) 1
k

dt

=y
(m+1)
1 (r)

and

y
(m)
2 (r) =γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b2(s)ψ(y

(m−1)
2 (s)) + h2(s)φ(y

(m−1)
1 (s))

)]k
ds

) 1
k

dt

≤γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b2(s)ψ(y

(m)
2 (s)) + h2(s)φ(y

(m)
1 (s))

)]k
ds

) 1
k

dt

=y
(m+1)
2 (r).

So,
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m>0

are two nondecreasing sequences. It follows from (28) that

(y
(m)
1 )′(r) ≥ 0, and (y

(m)
2 )′(r) ≥ 0. By the monotonicity of

{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

,

(S2), (S4) and Lemma 2.1, we have(
y
(m)
1 (r)

)′
=

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(y

(m−1)
1 (s)) + h1(s)φ(y

(m−1)
2 (s))

)]k
ds

) 1
k

≤

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s)ψ(y

(m)
1 (s)) + h1(s)φ(y

(m)
2 (s))

)]k
ds

) 1
k
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≤

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
(b1(s) + h1(s))(ψ(y

(m)
1 (s)) + φ(y

(m)
2 (s)))

)]k
ds

) 1
k

≤

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
(ψ(y

(m)
1 (s)) + φ(y

(m)
2 (s)) + 1)R−1

(
b1(s) + h1(s)

)]k
ds

) 1
k

≤
[(
φ+ ψ

)
(y

(m)
1 (r) + y

(m)
2 (r)) + 1

]
×

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s) + h1(s)

)]k
ds

) 1
k

.

(30)

Similarly, we obtain(
y
(m)
2 (r)

)′
≤
[(
φ+ ψ

)
(y

(m)
1 (r) + y

(m)
2 (r)) + 1

]
×

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b2(s) + h2(s)

)]k
ds

) 1
k

.

(31)

By (30) and (31), we know that(
y
(m)
1 (r)

)′
+
(
y
(m)
2 (r)

)′
≤
[(
φ+ ψ

)
(y

(m)
1 (r) + y

(m)
2 (r)) + 1

]
×

{(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b1(s) + h1(s)

)]k
ds

) 1
k

+

(
k

rN−k

∫ r

0

sN−1

Ck−1
N−1

[
R−1

(
b2(s) + h2(s)

)]k
ds

) 1
k
}
,

which yields∫ r

0

(
y
(m)
1 (t)

)′
+
(
y
(m)
2 (t)

)′
φ(y

(m)
1 (t) + y

(m)
2 (t)) + ψ(y

(m)
1 (t) + y

(m)
2 (t)) + 1

dt ≤ J(r) +W (r),

i.e. ∫ y
(m)
1 (r)+y

(m)
2 (r)

γ+δ

1

φ(τ) + ψ(τ) + 1
dτ ≤ J(r) +W (r).

Thus

H
(
y
(m)
1 (r) + y

(m)
2 (r)

)
≤ J(r) +W (r), ∀r ≥ 0. (32)

By (Q1), one can get H−1(∞) = ∞. Because of the fact that H is a bijection with the inverse

function H−1 strictly increasing on [0,∞), (32) can be rewritten to the form

y
(m)
1 (r) + y

(m)
2 (r) ≤ H−1

(
J(r) +W (r)

)
, ∀r ≥ 0, (33)

which means that the sequences
{
y
(m)
1 (r)

}
m≥0

and
{
y
(m)
2 (r)

}
m≥0

are bounded on [0, c0] for

arbitrary c0 > 0. So do

{(
y
(m)
1 (r)

)′}
m≥0

and

{(
y
(m)
2 (r)

)′}
m≥0

from (28) and (31). Identical

to Theorem 2.1, we can conclude that the k-Hessian system (1) has infinitely many positive

entire bounded k-convex radial solutions (z1, z2) ∈ C2[0,∞)×C2[0,∞) with the help of Lemma

4.1.
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(1) we get from (Q3) and (33) that for all r ≥ 0

y1 + y2 ≤ H−1(J(r) +W (r)) ≤ H−1(J(∞) +W (∞)) <∞,

which imply lim
r→∞

y1(r) < ∞ and lim
r→∞

y2(r) < ∞. Thus the system (26) has infinitely many

positive entire bounded k-convex radial solutions (y1, y2) ∈ C2[0,∞) × C2[0,∞). By Lemma

4.1, we can see that the k-Hessian system (25) has infinitely many positive entire bounded

k-convex radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞).

(2) It follows from (S2), (S4) and Lemma 2.1 that

y1(r) =y1(0) +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(r)ψ(y1(r)) + h1(r)φ(y2(r))

)]k
ds

) 1
k

dt

≥γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b1(r)ψ(γ) + h1(r)φ(δ)

)]k
ds

) 1
k

dt

≥γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
(b1(r) + h1(r))(ψ(γ) + φ(δ))

)]k
ds

) 1
k

dt

≥γ +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
Λ1(r)

)]k
ds

) 1
k

dt

≥γ + J(r)

and

y2(r) =y2(0) +

∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b2(r)ψ(y2(r)) + h2(r)φ(y1(r))

)]k
ds

) 1
k

dt

≥δ +
∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
b2(r)ψ(δ) + h2(r)φ(γ)

)]k
ds

) 1
k

dt

≥δ +
∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
(b2(r) + h2(r))(ψ(δ) + φ(γ))

)]k
ds

) 1
k

dt

≥δ +
∫ r

0

(
k

tN−k

∫ t

0

sN−1

Ck−1
N−1

[
R−1

(
Λ2(r)

)]k
ds

) 1
k

dt

≥δ +W (r).

Since (Q4) holds, we note that lim
r→∞

y1(r) = ∞ and lim
r→∞

y2(r) = ∞. Thus the k-convex radial

solutions (y1(r), y2(r)) of (26) blow up. According to Lemma 4.1 we can conclude that the

k-Hessian system (25) has infinitely many positive entire blow-up k-convex radial solutions

(z1, z2) ∈ C2[0,∞)× C2[0,∞). This completes the proof.

5.2 Proof of Theorem 4.2

By a same process to Theorem 4.1, we can conclude that the k-Hessian system (25) has

infinitely many positive entire k-convex radial solutions (z1, z2) ∈ C2[0,∞)× C2[0,∞).
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It follows from (Q6) that H(2ξ) + J(∞) +W (∞) < H(∞). We can obtain by (Q2), (Q3)

and (33) that

H
(
y
(m)
1 (r) + y

(m)
2 (r)

)
≤ H(2ξ) + J(r) +W (r) < H(∞) <∞.

Since H−1 is strictly increasing, we have

y
(m)
1 (r) + y

(m)
2 (r) ≤ H−1(H(2ξ) + J(r) +W (r)) <∞, ∀r ≥ 0. (34)

Letting m→ ∞ in the (34), we get

y1(r) + y2(r) ≤ H−1(H(2ξ) + J(r) +W (r)) <∞, ∀r ≥ 0.

Moreover, it follows from (Q5) and the same proof of Theorem 4.1 (2) that

y1(r) ≥ γ + J(r) and y2(r) ≥ δ +W (r), ∀r ≥ 0.

This completes the proof.
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